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This theoretical thesis presents detailed study of negatively charged excitons - trions -
confined in single quantum well in presence of perpendicular magnetic field. Complex
valence band of GaAs/GaAlAs compound is described within Luttinger Hamiltonian
framework. Singlet and triplet states of negative trion are introduced. Advanced
theoretical analysis of Zeeman effect for different states of trion is performed. Landau
gauge of magnetic field and unusual wavefunctions basis is chosen and its accuracy is tested.
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1 Introduction and properties of GaAlAs

1.1 Introduction

The development of advanced epitaxial techniques such as molecular beam epitaxy (MBE)
or metal-organic chemical vapour deposition (MOCVD) allows growing interfaces between
two semiconductors flat up to one atomic layer. Quantum heterostructures that are
created by these techniques found various practical applications like light emitting diodes
(LED), diode lasers, high electron mobility transistors (HEMT) etc. The most used
materials are pseudo-binary compounds of GaAs and AlAs. These materials are perfectly
lattice-matched and bandgap width is tunable by the Al additions.

The most simple structure is a single quantum well. Such heterostructure is considered
in this thesis. Quantum heterostructures along with advanced optical and cryogenic
techniques allow observation of bound states of electron and hole in semiconductors called
excitons. Such bound states are well known and well described both experimentally and
theoretically. However, more complicated structure of charged exciton has been also
observed. Charged exciton - trion - problem is much more complicated than the excitonic
one, since it is a three body problem. Whereas exciton is created by charge-charge Coulomb
interaction, the trion is based on charge-dipole interaction. Positive trion consists of
two holes and one electron and negative trion consists of two electrons and one hole.
Both types of trions have been observed (even at one sample), however theoretically the
problems are quite different. The main problem of positive trion analysis lies in the
interaction between holes that is generally complicated due to complex valence band of
GaAs/GaAlAs compound. The analysis of negative trion must take into account that
negative trion involving two electrons is multifermionic system and thus Pauli principle
must be obeyed. Symmetry considerations along with Pauli principle give rise to singlet
and triplet states of the negative trion.

Main contribution of this thesis is simultaneous analysis of the negative trion using
Luttinger Hamiltonian and very detailed analysis of the Zeeman effect. Luttinger
Hamiltonian is popular semi-empirical method describing complex valence band. Most
importantly, the Luttinger Hamiltonian mixes the heavy hole and light hole states. One
trion state is thus crated by both heavy and light holed. This is extremely important in
connection with the Zeeman effect. Since the heavy hole and the light hole have different
projections of total angular momentum, they are affected by the Zeeman effect differently.
However, due to Luttinger Hamiltonian they are both involved in one state. This has
non-trivial consequences that are exploited in this thesis.

The rest of this chapter and part of the following chapter comprise wide theoretical
introduction and these follow two most influential sources for theoretical part of this
diploma thesis. These are Master’s thesis Magnetooptical Properties of Semiconductor
Quantum Structures by Stépan Uxa [I] and basic text-book Wave Mechanics Applied to
Semiconductor Heterostructures by Gerald Bastard [2].



1.2 Basic crystalline and electronic properties

GaAlAs is the most important member of I11-V semiconductors group. III-V compounds
crystallize in the sphalerite (zinc-blende) crystalographic structure. This structure consists
of two interpenetrating face-centered cubic lattices. Each is displaced from the other by one
fourth of the cube main diagonal. The reciprocal lattice of Bravais lattice corresponding to
sphalerite structure is body centered cubic lattice. Finally, the first Brillouin zone of such
structure is truncated octahedron [[LJl High symmetry points received specific notations,
most importantly the center of the Brilloun zone (center of momentum space) - I' point.
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Figure 1.1: First Brillouin zone of Figure 1.2: Band structure of a direct gap
semiconductor with sphalerite structure semiconductor in the vicinity of the I' point

8 outter electrons per unit cell in III-V binary compounds are responsible for electrical
and optical properties (in the case of GaAs - 3 electrons from Ga and 5 from As). Orbitals
of every atom (e.g. Ga) hybridize with an orbital of the nearest neighbouring atoms (As)
producing two levels: bonding and antibonding. Since there is a large number of unit cells,
these levels broaden into bands. The bonding s-orbitals are deeply bound and always filled
by two electrons. The remaining six electrons occupy three bonding p-orbitals. The lowest
lying antibonding orbital (s-orbital) forms the conduction band of the material.

The top of the valence band occurs at the I" point in all III-V semiconductors. The
potential sixfold degeneracy of valence band (six electrons in the three p-orbitals) in this
point is partly lifted by spin-orbit coupling. Resulting structure is depicted in Fig.
The three valence bands are split into a quadruplet (symmetry I's) and doublet (symmetry
I'7). Quadruplet refers to total angular momentum of J = % whereas doublet is associated
with J = % Antibonding s-orbitals form the conduction band (symmetry I'g, J = %) For
GaAs is the edge of the conduction band also in the center of Brillouin zone (I' point).
Thus this compound is of the direct bandgap. In the figure [L2], the bandgap is denoted



& = &ry — Ery and energetic split due to spin-orbit coupling A = &, — &Ep,.

Our main interest lies in AlGaAs (aluminium gallium arsenide) compound. This is ternary
(or pseudo-binary) III-V semiconductor material. Since AlAs and GaAs are perfectly
lattice matched, so is GaAs and AlGaAs. However, AlGaAs is of larger bandgap. Thus
AlGaAs can be used as a barrier material in GaAs based heterostructres. The AlGaAs
barrier confines the electrons to GaAs region.

Due to broken translational symmetry in AlGaAs (due to random distribution of Ga and
Al atoms), we employ virtual crystal approximation to describe alloy electronic states.
In the case of Al,Ga;_,As alloy we can write average potential (thus transnationally
symmetric potential) as Vageas = Var + (1 — )Vgq + Vas, where Vi, Viga, Vas are
potentials created by different atoms separately. Once we introduce periodic potential, we
can employ Bloch functions, Brillouin zone, etc.

Al,Ga;_,As is a direct gap semiconductor for x < 0,45. The bandgap is a linearly
dependent on x (thus virtual crystal approximation is applicable) [I]:

EMNGAs =1 424 41,247z eV. (1.1)

AlGaAs

The electron effective mass m/

0.45) [1I:

at the room temperature can be computed (for z <

mAlGaAs — (0,063 + 0.083x) mo. (1.2)

1.3 Effective mass approximation

This section covers the basic approach how to compute electronic dispersion relations in
the vicinity of the centre of Brillouin zone. The one electron Schrédinger equation in a
bulk crystal can be written [2]:

~ D h
g +V ()4 oy (0 V) B| 0 (1) = £ (1) (1.3)

where m, is the free-electron mass, V' (r) is the periodic crystalline potential and o is the
vector of Pauli spin matrices. The third term refers to the spin-orbit coupling. Other
relativistic corrections are ignored.

In a search for eigenfunctions of such Hamiltonian we employ Bloch theorem (due to
periodicity of potential V'(r)):

Unk (r) = Nuyy (r) exp (ik.r) , (1.4)

where N is normalization constant and u, (r) are functions with periodicity of the lattice.

For many aspects of semiconductor electronic properties (effective masses,
wavefunctions...), the important knowledge is &, relationship over small k range.
If we insert Bloch form (Eq. [[4]) into Schrodinger equation we get;:



~ 9 21.2
p h . h7k
|:2m0 v (I') + 4m%c2 (U 8 VV) P * 2m0 *

L Ik <p . # (o vv>> ks (£) = Enttings () (1.5)

mo 0

Hamiltonian can be formally but advantageously divided into two parts:

£ 2
p h .
Hk=0) = — — . 1.
( ) S +V (r)+ 2 (e xVV).p (1.6)
h2k? hk h
wW(k) = —— +— - \VAT4 1.7
(k) S + o <p+ 2o (o x )> (1.7)

Eigenfunctions of H (k = 0) are equivalently u,qo or ¥,0:

H (k = 0) Uno — 5n0un0 (18)

Moreover, W (k) commutes with operator of translational symmetry and vanish for k = 0.
Thus we can expand the solution of Eq.

Unk = Z Cm (k) Uno (19)

m

We insert this expansion into Eq. [[L3] we multiply whole equation by u}, and integrate
over unit cell. After some manipulation we get:

h2k? hk
Z[(Eno — &k + m) Onm + . (n0| 7 |m0)]c,, (k) =0, (1.10)

m

where we denoted

h
™T=Dp + Wgcz (0’ X VV) (111)
and employ notation
(n0| 7 |m0) = /u;‘wﬂ'umod?’r = Thm. (1.12)

Somewhat tricky part follows. Some more details can be found in [2]. Equation can
be solved by perturbative approach. We need to assume that n-th band (energy &,¢) is
not degenerate, k is assumed to be small enough, such that &, — o << Eno — Emo-
Moreover, it might be found out that equation does not contain terms proportional
to k for m = n. As a result of these considerations, we find that ¢,, (k) is proportional



to k and ¢, (k) =~ 1 (it also follows that ¢, (0) = 0,y and ¢, (k) << ¢, (k) for m # n).
Then finally it must hold that

hk 1

k)= —. _— 1.13
o ( ) mo Trnm EnO - ng ( )
in the first order of the perturbation theory.
This result can be inserted back to (L.I0):
hk? hk hk 1
Eno — € — —. —. —| =0 1.14
n0 nk + 2o + Z;é: |:m0 Tmn mo Tnm EnO — gm0:| ( )
and by simple manipulation we get second order correction to energy:
R2k? R Tk
Enk =0+ — + — 7| mn-k| . (1.15)
2mg  m3 Eno — Emo
m¥#n

This equation can be formally rewritten to get dispersion relation in the vicinity of the
center of the first Brillouin zone in effective mass approximation:

Enk = Eno + — Zk aﬁ (1.16)

where
1 7Tnm
it g 2 e a

n

is the effective mass tensor of the n-th band edge and
a’ IB = x’ y’ z

Under effective mass approximation we get parabolic dispersion relations.  This
approximation can be generally improved by extending the perturbative treatment of
W (k) beyond the second order. However this is very troublesome and not particularly
useful. Different approach has been taken by Kane [3].

1.4 Kane model

Although this section is not particularly useful for computations and results achieved in
this work. However, the construction of new basis states is of considerable importance
and framework of Kane model is further employed in crucial Luttinger approach.

Kane noticed that the three topmost valence states (previously denoted I'7 and I's) and
the lowest-lying conduction band (I'g) are very close to each other but fairly well separated
from other bands. With this limited set of bands, W (k) can be exactly diagonalized and
the coupling with other states can be introduced by perturbative treatment.
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It is desirable to choose such basis in that spin-orbit coupling is diagonal for k£ = 0. Such
basis can be achieved by forming linear combinations of 8 Bloch eigenfunctions that are
associated with four bands under consideration (]S 1), [S{), [ X 1), | X 1), [Y 1), [Y 1),
|Z 1), |Z])). These new basis functions are created according to table [l they are
described in means of total angular momentum J = L 4 o and its projection to z-axis

my since these are diagonal in the new basis. For the S edge, L = 0 and ¢ = %, thus
1

J = % and m is either % or —%. On the other hand, for P edges, adding L =1 and 0 = 3

results in either J = % and J = % For J = %, there are four z-axis projections available
(my = :I:%, my = :I:%) Thus it is associated quadruplet that is always higher energy
(for 11I-V compounds) than the doublet J = 3. It might be helpful to recall figure

for easier understanding. It is worth noting that that states %, %> and {%, —%> (similarly

%, —%> and %, %>) are constructed from states with the same spins (in directions X and
Y).
ui | |J,m.y) Ymy &i(k =0)
ut | [3.3) i|S 1) 0
us | 3.8 | HIX i) —y21Z1 | &
us | [5,3) HIX +iY) 1) ~&
ur | z3) | FI&X )N+ 121 | -&-A
uz | [3.-3) i1s 4 0
uw | |3-1 |- IX+)D-3Z) | &
ug | [3.-3) SIX +iY) ) —&
us [[3,-3) | —HIX+) D+ Z1Z20) [ & -A

Table 1.1: Kane model - construction of new basis functions

Now we would like to construct the Hamiltonian. Matrix elements of W (k) must be
combined according to just constructed new basis. We further drop k-dependent spin-orbit
term and finally get Kane Hamiltonian (Table [[.2]). We employ following notation:

1

k4 7 (ky £ ik‘y) (1.18)
& =Ery — Erg A =&y, —Er, (1.19)
—1 —1 —1
P = . (Slpz] X) = . (SlpylY) = . (S|p=|Z) (1.20)

For the sake of brevity we define new symbol \ (k):

21.2
Ak) = E (k) — % (1.21)

Solving the eigen-problem of Kane Hamiltonian we get following two equations:

A(k) = —& (1.22)



%’f —\/2Phk. | Phky — Sz Phk: 0 — = Phk_ 0 —\/2Phk_

N 0 0 —Lpn 0 0 0
h2k?
Phk_ 0 Smg 50 0 0 0 0 0
2 Phk. 0 0 Z;fj N —\/%P;k, 0 0 0
0 L Phky 0 2Phky LE —\Q/%Phkz Phk_ - Phk.

— L Phky 0 0 0 —2Pnk. | BE g 0 0
0 0 0 0 Phk,, 0 LR g, 0

2Pk, 0 0 0 L Phk. 0 0 | B _ga

Table 1.2: Kane model Hamiltonian
2A
A (k) [\ (k) + &) [\ (k) + & + A] = h2k*P? [)\ (k) +& + ?] (1.23)

Each solution of these equations is twice degenerate (thus we have two solutions associated
with the first equation and six more associated with the second one). Equation refers
to heavy holes mj; = :I:% - this follows from no interaction between I'g (m J= :I:%) and
['g. Thus of both heavy holes and electrons have the same effective mass:

mlﬁs =my (1.24)

The effective masses for other bands can be found by extending the equation [[L.23] to the
second order in k:

1 _ 1 4p? N 2pP? (1.25)
mrg N mo 3& 3 (50 + A) '
1 1 4P?
= e (1.26)
mFS mo 350
1 1 2p?
S — (1.27)

mr,  mo  3(E +A)

The major shortcoming of this solution is that effective mass of heavy holes is not in
accordance with experimental values. However, this can be improved by inserting the
effect of other remote bands e.g. in the effective mass approximation:

1 1

2
- 2
m mo mO

Z |<%,:I:%|pz|um>| (1.28)

En — &
m#T,T7,Tg m 0

More details can be found in [2]. For example, it can be shown in a straightforward manner
that dispersion relations are not parabolic under Kane model framework.
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1.5 Heterostructures and the envelope function
approximation

Heterostructure is created from two semiconductors with different bandgaps. In this work,
we focus on the interface GaAs/GaAlAs. This interface has several basic advantages. It
is direct bandgap semiconductor with tunable bandgap (by Al addition) from 1.4 eV
up to 2 eV (to preserve direct bandgap). Both materials GaAs and AlAs are almost
perfectly lattice matched which allows layers to be grown almost arbitrarily thick thanks
to low induced stress. Advanced epitaxial techniques such as molecular beam epitaxy
(MBE) or metal-organic chemical vapour deposition (MOCVD) made it possible to grow
interfaces flat up to one atomic monolayer, which is obviously the ultimate available
resolution. The possibility of fabricating a heterostructure with given parameters brought
theoretical attention to the quasi-two-dimensional nature. Heterostructures shortly found
various applications: laser emitting diodes (LED), diode lasers, quantum well infra-red
photodetectors (QWIP), high electron mobility transistors (HEMT) and many more

[13], [14], [15].

Here we assume that materials constituting the heterostructure are perfectly lattice
matched and the interfaces are ideal (i.e. perfectly two-dimensionally grown). Thus,
an electron in material A experiences perfect potential of bulk material A (V4 (r))whereas
in material B the electron feels perfect potential of bulk material B (Vp (r)). On the
interface the potential changes step-like. In this work we deal only with single quantum
well (SQW), whose potential function is schematically depicted in figure

Figure 1.3: Schematic depicting of the potential of single quantum well (SQW)

Envelope function approximation is based on two crucial assumptions. The first one states
that inside each layer the wave function can be expanded to the periodic parts of the Bloch
functions of the states under consideration:

= 1Pl (), (1.29)
l

kg is the point of Brillouin zone around which the heterostructure states are built, [ denotes
all the states that are included in calculations and ul(é B) (r) is a periodic part of Bloch
function, that is periodic with the period of the potentlal V (7). The truncation to finite

sum over [ states can be made by the assumption that the host wavevectors k4 a kp
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are close to kg. This assumption is fulfilled for heterostructures consisting of materials
with the same points of extreme of valence and conduction bands (e.g. both GaAs and
Al,Gay_,As for < 0,45 are of I'-related states).

The second assumption states that periodic parts of Bloch functions are the same in both
layers:
A B
“ﬁ“”:“ﬁNﬂZUMdﬂ- (1.30)

Here, we in fact assume that interband matrix element p, = (S|p;|X) is equal for both A

and B layers. Our actual aim is to find fl(A’B) (r).

We denote the growth direction of the heterostructure (quantum well) as z-axis. Since
we assume ideal properties of the interface, we have translational symmetry in so-called
in-plane directions (zy plane). We thus introduce two-dimensional in-plane vector 7| and
in-plane wave vector k| = (kz, ky).

We can factorize the slowly-varying envelope function

r,2) = —=exp (tk).r z), 1.31
fi 7 (s 2) = e (k) i (2) (1.31)
where S is the sample area.
The simplest possible Hamiltonian takes the form
p2
H = ey Va(r)0a(r)+ Ve (r)0p(r), (1.32)
0

where 6 4 ) (r) are step functions. 64 and 6 equal to one for r associated with A and B,
respectively. When we act with this Hamiltonian on rapid-varying periodic part of Bloch
function, we get:

Huy (r) = (E[E‘HA (r) + 5{893 (r)) wgo (1) (1.33)

However, now we let act H on the whole v (7), subsequently we multiply by complex
conjugates: uj, (1) exp (—z’k”.r”) Xj(A’B) (z) and integrate over the space. Moreover p, =
—ih% is used. It can be found [2] that we get following equation for x

DO <z, —ih—(;i) x = Ex, (1.34)
where
R2k2 2
O (, _p9) = |ep 4 i )
D, <z, Zhaz> = lé‘loeA (r)+&pbp (r) + S5m0 2mg 92 Otm +

hk” ih 0
— —— —. 1.

+ oy m) = 2L 1l fm) 4 (1.35)

DZ(SI) might be generally N x N matrix, however calculations are restricted to bands I'g,
I's (light and heavy holes) and I'; band that is shifted due to spin-orbit coupling (recall
Fig. [[2]), the matrix is then of size 8 x 8.

14



It is important to note that the in-plane terms are treated separately from the terms that
affect z-direction. The effect of the remote bands can be added by perturbative approach
similarly to the effective mass approximation discussed in section At the end, the
microstructural details of heterostructure are substituted by effective parameters, namely
matrix elements (/| po| |v) and so called band offsets V,, (z), which represent the difference
between energy of given band v in the layer A and the energy of the band in the layer
B. The index v labels all states that are included into computations (including remote
bands). This approach is further developed in Ben Daniel-Duke model. Even though this
model is well applicable to electronic states in quantum wells, the applicability to holes is
limited, due to assumption that k| = 0 for band I's. This simplification is impractical for
our purpose. Detailed analysis of Ben Daniel-Duke model can be found in [2].

For our computations, it is more important to emphasize that we assume infinitely deep
quantum well. The solution of this problem is fairly easy and well known. We focus only
on ground states of electrons, light holes and heavy holes and further on first excited state
of heavy holes. We can then simply write appropriate wave functions in z-direction:

e (2e) = %Cos (le> (1.36)
ono (1) = \/%cos (Lizh> (1.37)
o1 (z1) = \/%cos (Lizh> (1.38)
o (2n) = \/%sin <i—ﬂzh> (1.39)

These wavefunctions are obviously defined only inside the well, more specifically z., z, €
(—%, %) The confinement energy of particle in infinitely deep quantum well is:

n?h%n?

E, = W (1.40)
where the ground state is characterized by n = 1 and the first excited state is characterized
by m = 2. The ground states confinement energy might be omitted during the
computations but it contributes to the energy of optical transition and to the binding
energy. The difference in confinement energies between the ground and the excited states
defines the band offsets. However, the real band offset is in reality lower, because the
potential well is in fact finite and thus the true wavefunctions tunnel into the barriers,
which effectively means lower difference in confinement energies. (E.g. for the width of
quantum well L, = 10 nm we use the offset between ground and the first excited state
equal to 16 nm, which would correspond to the infinitely deep quantum well with width
of 13.7 nm.)

15



1.6 Luttinger Hamiltonian

When the in-plane wave vector k| # 0, the heavy hole and the light hole states (denoted
Fg and Fl8) become coupled. This originates from the degeneracy of these two bands. In
the isotropic material the I's Hamiltonian may be written as

H=ak?+ 3 (k.J)? (1.41)

This Hamiltonian form was developed by Luttinger [], [5] from somewhat abstract
considerations about symmetry group theory and by precise perturbative approach.

It must be stressed that in bulk material it is always possible to rotate axes (choose z
direction) such that k|J||z and thus both H and J, become diagonalized. However, in
heterostructure, the direction z is given and diagonalization is not possible. The most
favourable option is to quantize J along the heterostructure growth axis (z-axis) - this we
have already done when dealing with Kane model. The analytical results, however, can
be obtained only under very special and too restrictive conditions.

For GaAs-AlGaAs the coupling with I'g band is relatively weak and can be omitted. The
parabolic description of this host conduction band is also reasonable. Finally, the Luttinger
Hamiltonian for the topmost valence band - I's band - of semiconductor with 7; symmetry
in the basis composed of eigenfunctions of the total angular momentum takes the form

o ) 5 +)
A~ Pk ] § l
N I Py (112
c 0 th —b g, _g>
0 & b Hu 5 —35)
Where we employed the notation:
: NM—=27% 90 Mt2 0 o
Hun = 1.43
hh oy P2t ome (93 + ;) (1.43)
: MF2% .0 M= 2 2
Hin = 1.44
" omg P2 Ty et Py) (1.44)
A \/_73
b = 2m0 [(pypz + pzpy) +1 (pa:pz + psz)] (145)
© T 2mg (2 (92 = By) — 173 (Puby + Dypa)] (1.46)

Parameters v; are so called Luttinger parameters. These empirical parameters embody
the interaction between I's band and other bands including I's. Luttinger parameters
are considered to be position independent. It might be found from the inspection of
the diagonal terms of Luttinger Hamiltonian that in-plane effective masses and effective
masses in the z-direction differ and following identities hold:
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Y1+ 72 1 Mmn—2v 1

- =_— (1.47)
2m0 thh” 2m0 thh
Mmooy 1 nt2yp 1 (1.48)
2mo 2myp| 2mo 2mj, ’

Let us focus for a while on the b term. This term involves symmetrized products of p,
operator and in plane momentum operators. In our case these operators commute since we
assume (and we will assume throughout this thesis) that z-component of vector potential
of magnetic field is zero (A, = 0) and complete vector potential A is z-independent.
Moreover, the part of wavefunctions that depends on z is separated, thus we can finally
write:

- V3 A A A V3 . .
b= 2—m0 [(pypz +pzpy) +1 (parpz +pzpar)] = m—opz (py + Zpa:) (1-49)

The operator p, acts on z part of wavefunction so that we get the first derivative. Thus if
we compute the term involving only the ground states ({¢; (21,) |P2] no (21))) we always get
zero because both wavefunctions in this term are in fact cosine functions. By differentiation
we get sine function that is orthogonal to the cosine one. This means that the b term may
be omitted at positions of Hamiltonian matrix that combine ground state of heavy holes
and light holes. But this also implies that we must include at least one excited hole state
to utilize complete Luttinger framework. We include the first excited heavy hole state
because of its small energy split (compared to the first excited light hole state).

To incorporate the first excited heavy hole state, the Hamiltonian matrix must be expanded
by two states that correspond to the two different spin states (projections of total angular
momentum). The Hamiltonian is then represented by 6 x 6 matrix. Before writing it
explicitly we may inspect in a more detail Luttinger terms b and ¢.

First, note that both terms b and ¢ interconnect heavy hole and light hole states. Also
note that ¢ term does not act on the separated z-dependent part of the wavefunction. But
these z-dependent parts are solution of confinement in the indefinitely deep quantum well
and thus are orthogonal. Since the ¢ term does not modify these functions, it is clear that
all the terms involving any ground state, the ¢ term and the excited state must be zero.
¢ term combining these two states in Hamiltonian matrix can then be omitted. Remind
that the b term can on the other hand be omitted when combining two ground states. We
can thus finally write (with some reordering) extended 6 x 6 Hamiltonian.

Hpwo 0 0 0 0 ¢ 3. +32) |hho)
0 Hpa O 0 0 b 2, 4+35) |hh1)
3 5 P 3 .1
g | 00w b0 gy
C Hth 0 0 2 2>‘hh0>
0 0 b* 0  Hp O 5, —35) [hha)
& b0 0 0y )| lz2) i
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The minus sign in front of some of the b terms appears due to reverse order of the
z-dependent parts of the wavefunctions in these terms, which is responsible for the sign
reversal.

It is of extreme importance that this Hamiltonian can be divided into two independent

matrices that can be diagonalized separately. These 3x3 Hamiltonian matrices are
following:

Hppo 0 ¢ 3,+2) |hho)

H), = 0  Huya b 5. +3) [Ah) (1.51)
c* b Hy, 13, —3) Ith)
Hppo 0 ¢ 2, =2 |hho)

H), = 0  Huya b S, —3)|hh1) (1.52)
c* b Hy, 15, +3) lh)

The Hamiltonians differ only by projection of total angular momentum (actually spin).
In our computations these two Hamiltonians will differ only by signs of Zeeman terms
and can be treated separately throughout the work. With no magnetic field included,
the dispersion relations can be easily computed and depicted. Figure [[4] (taken from [I])
shows the in-plane dispersion relations of a hole in a single quantum well with parameters

e 71 =6.85, 70 =2.10, v3 =2.90, L, = 10nm
e a) BV = 0meV, BV, = —10meV, EY), = —16meV
e b) BV —0meV, B = —20meV, EVY), = —40meV

HH1 refers to the heavy hole state on lowest energy level in quantum well. LH1 is the
lowest light hole state and HH?2 is the first excited heavy hole state. Eéol)ﬂ and ES}H
are appropriate energy splits at kj = 0. Dashed lines represent dispersion relations for

diagonal approximation (omitting of Luttinger terms band é- parabolic dispersion). Note
the mass reversal (the mass of the heavy hole is lower then the mass of the light hole)
which results in crossing of the bands. On the other hand, solid lines represent computed
dispersion relations for full Luttinger Hamiltonian. The mixing of light hole and heavy
hole states leads to anticrossing of the bands and even to negative effective mass of the
light hole in the vicinity of the origin (actually, notation of the bands as heavy hole or
light hole states loses its physical significance due to mutual mixing).

It is useful now to introduce the simple electronic Hamiltonian:

P’ _pitry | pl

H, = +3

1.53
2me 2me, Me ( )
This simple Hamiltonian is diagonal in the basis of Luttinger Hamiltonian, thus it must
be added to all diagonal elements of the Hamiltonian matrix in the case if we want to

investigate system of hole and electron (exciton - see further).
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Figure 1.4: Dispersion relations for two different sets of parameters. Dashed lines represent
parabolic dispersion whereas solid lines represent the dispersion according to complete
Luttinger Hamiltonian.

1.7 Inclusion of Magnetic Field

Magnetic field is included in fundamental and straightforward way. The momentum
operator p is substituted by p — eA, where A is vector potential.

In this work, we assume magnetic field only perpendicular to the quantum well: B =
(0,0,B,). It is well known that the vector potential is not uniquely determined. The
calibration must be chosen in accordance with chosen wave function basis. In this respect,
an important example is an approach utilized by Whittaker and Shields [6]. They chose
symmetric calibration which is seemingly the most appropriate considering the cylindrical
symmetry of the problem. However, this calibration inevitably leads to computation in
polar coordinates and to wave functions involving complicated Laguerre polynomials.

Our approach is based on the Landau calibration in a form: A = (0, B,x,0) or in compact
form A, = B.x. From now on we write only B, implicitly assuming that it is in z-direction.
The Hamiltonian in z-direction takes the form of the linear harmonic oscillator. In this
instructive approach, the z-dependent part of the eigenfunction is the eigenfunction of
linear harmonic oscillator problem, whereas y-dependent part is a simple plane wave. It
is useful to introduce magnetic length

A= h_ 2566 nm (1.54)
eB BT

which depends only on B and thus it is a measure of magnetic field, that is in fact measured
in metres, in our case usually more conveniently in nanometres. We can derive the in-plane
parts of diagonal terms of Luttinger Hamiltonian (the term is the same for both heavy
and light holes - just differs in the effective masses) and also in-plane parts of electronic
Hamiltonian. Note that after the inclusion of magnetic field we write the remaining
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momentum operators without hat and these operators now represents only p; = —iha—j
j ==z,y,z and all these operators commute.

P 1 9 1 ) ) B o

Hy = 2mhh —2mh (py, —eBxp)” = —2mh <p1'h + Dy, — ZFxhpyh + Fazh> (1.55)
B 2

H, = 2;;6 * o (py. + eBz.)” = e (pme +p, + 2 2 TePy + Fm% (1.56)

Note that e refers to absolute value of elementary charge. We derive further the Luttinger
terms in the presence of the magnetic field

\[73

2m0

V373

B =
2m0

h
D <p —ipy + 1 :c) (1.57)

Pz (pe — ipy +ieBx) = 2

. V3 .
¢ = o (72 (px pz + 2pyeBx — 62B2x2) — i3 (2papy — peeBx — eBap,)] (1.58)

\/§ hox  h2x? ) hx hx
= [72 (px Py + 2py~5 2 T) — 173 <2pmpy ~DPayg Fm)] (1.59)

2m

It is illustrative to exploit these terms further. Let us focus only on the terms affecting
the z-component and let us omit some constants

<pm +zzz> ~ (% - %) (1.60)

This representation of by immediately reminds of a creation operator of linear harmonic
oscillator problem. The eigenfunctions in the Landau quantization considering only
x-direction can be written as follows (quantum number n actually labels the Landau
levels):

G“>

1 T 2
U, = \/_ i Ho < )e By (1.61)

where H,, are Hermitian polynomials. It might be easily found that the operator b, acts
on ¥, as a creation operator. Due to the orthogonality of the linear harmonic oscillator

eigenfunctions the term <\Ifm\l;\\lln> is non-zero only for m = n+ 1. Similarly, the complex

conjugate 3* (pa; — @) ~ (% + %) acts as an annihilation operator on Landau levels.

Interestingly enough, similar analysis can be done for ¢ term (under the assumption v =
3)
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R K2x?2 . hx  hx
Cqg ™~ <Pi DY + ZPJCF + Zﬁpx> (1.62)

. d? L 22 d x T d d T d T (1.63)
Cr —_— —_——_——— —_— — — ~ —_——_— —_——_— .
* dz? M dx X2 N2dx dr N2 ) \dzx N2

The operator ¢, acts twice as a creation operator. Similarly the complex conjugate ¢*

acts as two annihilation operators. We can finally conclude that minimum of two Landau
levels must be included in the analysis for both Luttinger terms to take effect.

1.8 Zeeman terms

The shift and splitting of the energy spectra due to the presence of external magnetic field
are called Zeeman effect. The study of such Zeeman splitting of bound complexes such as
excitons or trions give us information about the binding energies, coupling of states, etc.
Moreover some bound complexes are only stable in the presence of the external magnetic
field inducing corresponding Zeeman energy shift. Basic theory of Zeeman splitting in
atoms is given in many textbooks (e.g. [7]). The most important concepts that are
obviously relevant for these thesis are the introduction of Bohr magneton up = 2?50 and
the introduction of Landé g-factor, which can be exactly computed for simple systems.
The energy splitting for spinless particles is referred to as normal Zeeman effects with the

split of adjacent energies

AE = upB (1.64)

whereas for systems with spin there is additional coefficient - Lande g-factor - and the
energy splitting of so called anomalous Zeeman effect is given as

AFE = gupB (1.65)

The Zeeman term for electrons and holes in semiconductors has been derived by Luttinger
purely from symmetric consideration. Actually, very careful handling with wavevectors
(or momentum operators) that do not commute is the most important. The derivation
can be found in a very detail in [4], however, very schematically, the Zeeman term evolves
from the commutation relations of momentum operators in the presence of magnetic field.
In the Luttinger analysis, there appears following term that leads to Zeeman the term

7 L 7
G [y Pyl = ST (pz (py — eBx) — (py — eBx) py) (1.66)
i 0
_ ' (—inZe 1.
S < Zh(?:ce x> (1.67)
heB
o KB (1.68)
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The theory of Zeeman splitting in systems related to this thesis will be further developed
in the next section after introduction of exciton and trion concepts. Some experimental
results of g-factor measurements are presented in the Literature review section.
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2 Excitons and Trions

2.1 Exciton

Exciton is an electrically neutral quasiparticle that represents bound state of an electron
and hole that are attracted to each other by the Coulomb force. This attractive force
ensures that exciton has lower energy than unbound electron and hole thus new excitonic
energy level inside the forbidden gap is created. When dealing computationally with the
excitonic problem, the fundamental step is always the decomposition of centre-of-motion
movement and the relative coordinate that describes just the distance between the hole
and the electron. Let us now outline the solution for three gradually more complicated
cases. The first describes excitons in a bulk semiconductor, the second takes into account
quantum heterostructure and the third includes the magnetic field.

2.1.1 Excitons in an idealized bulk semiconductor

Let us consider simple semiconductor that can be characterized by single conduction band
and single valence band that are both described by parabolic dispersion relations:

h2k2
&(k)_£@+-%nc (2.1)
h2k2
&Ak)_——%nv (2.2)

m. and m,, are corresponding effective masses. The ground state is a state with completely
filled valence band and empty conduction band. However, if an electron is excited into
the conduction band, one place in the valence band is left unoccupied. It is useful then
to introduce the concept of hole. The valence band with one unoccupied state can be
considered as the filled band plus a hole. The hole is characterized by wavevector kj =
—k,, effective mass my = —m, and positive charge +e. For unbound state, the energy
of the first excited state would be E,, but for the excitonic bound state, the particles are
attracted by Coulombic force and the energy is modified and it can be determined by the
solution of Schrodinger equation:

p? p; e?
; B Te,T =(E£—-E Te,T 2.3
2m5+2mh Are |re — 7| ¥ (re,mn) = ( 9) ¥ (re, 1) (2.3)
Electronic effective mass can be identified as m., = m, and ¢ is the static dielectric

constant of the semiconductor. The structure of this Schrodinger equation is equivalent
to that describing the hydrogen atom and can be treated in the same way. The first
and crucial step is defining of new coordinate system, in other words, the introduction of
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centre-of-mass.

r=7r,—1T) (2.4)
R MeTe Ty 25)
Me + My,
. . 0
. 0
P =—ih— 2.7
thop (2.7)
P =p. +pp (2.8)
. MpPe — MePh (2.9)
Me + My, )
M =me + my, (2.10)
meinp
= 2.11
h = (2.11)

By this set of substitutions we obtain following equation:

PQ ﬁQ 62

W+ 2  drer

] ¢ (r,R) = (E - Eg) ¢ (r, R) (2.12)

The main importance of this substitution is that the Hamiltonian terms acting on 7 and R
are well separated. The Hamiltonian structure thus enables to separate the wave function
into parts that depend on r and R, respectively. Moreover, the centre-of-mass moves like
the free particle since Hamiltonian acting on R is a free particle Hamiltonian. In other
words P = hK is a good quantum number, thus we can decompose the wavefunction as:

¥ (r,R) = ——eap (iK.R) ¢ (r) (2.13)

1
vW
The constant W just normalizes the wavefunctions. In order to solve the Schrodinger
equation for relative coordinate = only, it is necessary to rescale the energy:

hEK?
E =B+ +€ (2.14)

We thus finally obtained following equation, that is formally equivalent to the hydrogen
atom problem:
e

-2 2
o |em=com (2.15)

The solutions to this equation are the hydrogen like wavefunctions (e.g. [7]). Most
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importantly, for the ground state holds:

1 _
¢ (r) = exp <l> (2.16)
\/mad aB
4
we
E=—"—"— 2.17
3272212 (2.17)
Aeh?
a5 == (2.18)

ap is the effective excitonic Bohr radius. Exciton can be thus considered as quasi particle
with the mass of M = m, + mj, and the ground energy F < E,.

2.1.2 Excitons in an idealized heterostructure

Now, let us consider single quantum well that is created by a layer of material A in between
of material B. We need to assume that both materials A and B have the same dielectric
constant ¢ and that effective masses my and m, are equal in both A and B. We also
assume now that dispersion relations of both electrons and holes are simple parabolic.
Under these assumptions we can write Schrodinger equation as follows:

~9 ~9 2
e P €
Pe | Ph + Uu(2e) + Un(zp) | ¥ (re,71) =

2me  2my,  Ame|re — |
= (E = Eg) v (re, 1) (2.19)

Ue(ze) and Up(zyp,) are step-like quantum well potentials for electrons and holes. Under the
assumption of infinitely deep quantum well, these potentials effectively confine the excitons
inside the quantum well. Anyway, due to the confining potentials, it is not possible to
carry out the centre-of-mass transformation in the z-direction. It is only possible to define
new coordinate system for the in-plane components z and y.

T|| = Te| — Thl| (2.20)
MeT, || + MmpT
Ry = —d——"n (2.21)
Me + My,
. ., 0
p| = —zha—r” (2.22)
R ) 0
P = —zhaR” (2.23)
Py = pe) + Py (2.24)
. MpPe|| — MePh||
— 2.25
D) p— (2.25)
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Resulting Schrédinger equation can be written as follows using already defined M and pu:

p2? IO 52 2
. P P, + Pz © + Ue(ze) + Un(2n) | %
2M 2 me  2mn e o2 4 (2 — )

X (), Ry, ze, 2n) = (B — Eg) ¥ (v, Ry, 2, 2n) (2.26)

We can again factorize the wavefunction 1 (r”, Ry, z, zh). Moreover the
"zy-centre-of-mass’ moves in the xy-plane like the free particle thus we can write

rlzz) (r“a R”, Zey Zh) == \/1W€$p (’LK”R”) QS (7"”, Ze, Zh) (227)

The solution of Eq2.26] for ¢ ('r” ) Zes zh) is still uneasy, but the decomposition of movement
into relative coordinates is perfectly feasible as it has been shown. The solution of this
problem is out of sight of this thesis since the formulation of the problem does not involve
the real valence-band structure.

2.1.3 Excitons in an idealized heterostructure with inclusion of magnetic field

Let us first remind that we assume only magnetic field perpendicular to the quantum well
B = (0,0, B,) and Landau calibration in the form: A = (0, B,x,0). Hamiltonian can thus
be written as:

P2e + (e + €Bxe)® P2+ (pyn — eBxp)® | pl b2,
+ + +

2Mme 2my, 2me  2my,
2
e

-+, U, =

Are |7'e — rh| + e(ze) + h(zh) ¢ (T67rh)
= (E — Ey) ¢ (re,Th) (2.28)

Showing that even this Hamiltonian is well decomposed by centre-of-mass transform is
still straightforward but it needs some computational effort. We use the same set of
identities to defining the new coordinate system as in the previous part. That transform
does not affect the z-components and the Coulombic potential term includes apart of the
z-components only the relative coordinate 7. This means that we need to deal only with
the first two fractions. To be very explicit we write the exact substitutions that must be
made

Ty = Ry — pr—— mhr” (2:29)
o) = Ry + ﬁr” (2.30)
e memThthn (2.31)
Pe| =P+ ﬁpu (2.32)
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and the used notation

Th)| = (Ths Yn) 7ol = (Te, Ye) = (2,y) R = (X,Y)
Pp| = (pxhapyh) De| = (p:veapye) D= (pmapy) 13|| = (P:B,Py)

After straightforward but lengthy computation we get following formula describing the
first two fractions in the Hamiltonian 2.28

P2 p’ pyX = Pyz IR
m+ﬂ+63<y7+v+py$(me - my )>+

X2 m?24+m?—memy
2 122 h e e 2 ~1 ~1
B | — X — 2.33
e <2M * 2memp(me + mh)x + Xa(m, " —m, )> (2:33)

This part of the Hamiltonian does not seem to be decomposed at all. However, it is
possible to choose following wavefunctions that leads to intended decomposition:

U =y(X,Y,y)o(x,y, ze, 2n) = exp [2 <Kw — @> X+ iKyY} Oz, Yy, 2e,2n)  (2.34)

h
Let us now act with the important part of Hamiltonian on such wavefunction. We need
to avoid all the terms that include X or Y, thus we write only those problematic terms
(extreme caution must be paid when dealing with the first following term since double
differentiation of product results in three terms altogether):

p> 2p2 X2 heBX O
Py_¢ y 4 HeBX 06 (2.35)
2p 2p w0y
X ’B2Xx? iheBX
eBl g = E y  heBX 09 (2.36)
W W I y
eBpyr(m;t —m, )V = —e2B*Xa(m_ ' —m; ¥ (2.37)

e2B%2X?

5 U +e?B*Xa(m, ' —m;, 1) (2.38)
W

X2
e?B? (E + Xz(m_t — mh1)> U=
It is now obvious that if we sum the right hand sides we get zero. Thus no term involving
the centre-of-mass coordinates is left and the problem is reduced to find eignefunctions
o(x,y, ze, z) that are independent of the centre-of-mass motion.

2.1.4 Excitons and Luttinger Hamiltonian

In the previous chapter, we used Luttinger Hamiltonian framework to describe the
valence band. Now, we would like to describe whole exciton in this framework.
However, this is rather simple. The electronic Hamiltonian is diagonal in the basis of
Luttinger Hamiltonian, as well as confining potentials and Coulombic term. The excitonic
Hamiltonian can thus be shortly written as:

ﬂ:ﬂh+<ﬁe+Ue+Uh—V6_h)1:ﬂh+7:[1 (2.39)
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where 1 means 4 x 4 identity matrix. We can write the Hamiltonian in a more detail:

Hy,, +H b ¢ 0 §,+%>

5 b* Hy, +H 0 é S +3
H|y) = . th . . . 3 §> (2.40)

¢ 0 H;, +H —b 2’_2>

0 c* —b* Hpyn +H %7_%>

Note that if we assume infinitely deep quantum well, the confining potentials U, and Uy
can be omitted since exciton is completely confined inside the well. Luttinger Hamiltonian
effectively mixes the light and heavy hole states. As a result, the exciton can consist of
both heavy and light holes at once. Due to energetic shift of light holes, the exciton involves
heavy hole with much higher probability, thus the light hole exciton is often omitted.

Let us remind the simple electronic Hamiltonian:

-2 9 ~2 2
N +
H, = Pe _ P + Pz T Dy, (2.41)
2me 2Mme 2Mme

It is notable that we assume the same electron effective mass m, in both z and il
directions. The magnetic field can be formally included through momentum operators,
however Zeeman term has not been explicitly mentioned since it is the topic of following
section.

2.1.5 Excitons and Zeeman effect

The literature considering Zeeman splitting of the excitons in different systems is
completely inconclusive. Moreover, even the basic description differs among the authors
which makes brief overview almost impossible. In the most cases, authors consider only
such exciton that includes the heavy hole. Such exciton contains an electron that has
spin either —% or % and heavy hole that can possess two different values of total angular
momentum :I:%. This is the case of excitonic spectrum shown in Fig. 21l In the presence
of magnetic field the degenerate excitonic energy level splits into four levels due to Zeeman
effect. The exciton can annihilate and corresponding energy is emitted, but this is the case
only for optically active - allowed transitions. These allowed transitions always involve the
change of total spin by +1. This means that we can observe two allowed photoluminiscence
(PL) optical transitions from heavy hole exciton annihilation. Actually, the transition
during which the spin changes by +1 can be observed in right-handed circularly polarized
PL light (o%) and the transition associated with the spin change by —1 in left-handed
circularly polarized PL light (07). However, there is no complete agreement about which
transition belongs to which polarization. Moreover some authors possibly just confuse o
and o~ polarizations. Under this simplified framework we can observe two transitions

whose energetic splitting can be written as:

AE = gefrupB. (2.42)

gesy denotes the effective excitonic g-factor. In experimental works, the energy difference
is usually taken positive and thus the effective g-factor is also assumed to be positive
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e +1/2 hh +3/2

Figure 2.1: Zeeman splitting - heavy hole exciton

according to this definition, which sometimes appear to be quite impractical. Setting the
value of such effective g-factor is an important experimental result, however, we want now
to establish some theoretical underpinning.

The spin Hamiltonian of the exciton has been derived by Van Kesteren et al. [§] from
symmetric considerations. Here we point out only parts that are important for this thesis
(mainly focusing on magnetic field perpendicular to quantum well - in z-direction). Spin
Hamiltonian of electron can be written as:

HE = pipgeSe-B. (2.43)
where g, is an electronic g-factor and S., takes the values i%. For the hole we can write:
HY = —2upkJy. B, (2.44)

where £ is another Luttinger parameter (see [4]). For the heavy hole Jj, takes the values
i%. In this simple analysis we omitted (apart of anything that may happen in x and
y directions) cubic term (~ J,?L’Z) and the spin-spin coupling of the electron and the hole
forming the exciton. Putting these terms together we may write:

Hga:citonz - geSezMBBz - ththBBz (245)

Here we introduce also the hole g-factor g;. By this definition the g. and g; respect the
energetic shift (e.g. in case that g;, is positive and the spin of the actual hole is also
positive, the energy level is shifted down). First thing to note is that g. is negative in
both GaAs and AlAs(g. = —0.44, [II]) thus the negative electron spin in fact raises the
energy level. The concept of gp, is the source of the most confusions. We assume that gy
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must always multiplied by the total angular momentum of the hole, the effective g-factor
is for the heavy hole exciton gefr = |ge — 3gn|. On the other hand - some authors, who
assume only heavy holes, incorporate the triple total angular moment already into gy,
which makes the effective g-factor g‘c}}tﬁmm”e = |ge — gn| only. In order to draw the energy
schemes for Zeeman splitting we need to choose the sign of g;. According to the scheme
in Fig. 2l we choose g;, to be positive. The topmost energy level thus consists of negative
spins of both electron and hole. Moreover we assume that 3 |gp| > |ge|. It must be stressed
that the scheme might be inappropriate in the case that either g, or g. have different sign

than assumed or the assumption of the mutual relationship is not fulfilled.

The important conceptual step is to allow for the existence of light-hole exciton. Fig.
shows the Zeeman splitting for exciton involving the light hole with the assumptions:
ge <0, gn > 0 and |ge| > |gn|- In the case that |g.| < |gn|, the two middle energy levels
interchange their position, what actually does not have qualitative impact on the observed
spectra.

e 12 e-1/2 |h-1/2
e -1/2 |h +1/2
o +1/2 1h-112
e +1/2 lh +1/2
e +1/2 —

I

I

I
G‘VVG*

Figure 2.2: Zeeman splitting - light hole exciton

The optical properties of both heavy and light hole excitons are qualitatively given by
the allowed optical transitions. The allowed transitions are those transitions for that
total angular momentum changes exactly by +1 or —1. The transition associated with
the change of momentum by +1 is visible in the right handed circularly polarized light
(o7),whereas the transition associated with the change of momentum by —1 is visible in
the left handed circularly polarized light (07). For each heavy and light hole exciton we
thus have two allowed optical transition, each of those visible in one polarization.

Our approach is, however, based on the Luttinger Hamiltonian that mixes both light hole
and heavy hole excitons into one quantum state. The Zeeman terms in the Luttinger
Hamiltonian framework have been instructively developed by Winkler et al. [12]. The
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Zeeman terms of the holes can be written as (under assumption of only perpendicular
magnetic field):

B. 0 0 0 3, +3)
A 0 iB 0 0 S +3
) ol P I 1 (2.46)
2 b

This form is instructive in a way how to add the Zeeman terms into the Hamiltonian.
The resulting Zeeman splitting does not follow any of the depicted schemes, since heavy
and light holes are mixed. The mixed state thus does not possess any well defined spin,
because the spin operator is not the eigenoperator of the problem. The optical activity
of given mixed state depends on the relative weights of heavy hole and light hole, thus
any suitable excitonic state might be visible in both ¢* and o~ polarizations. Evolution
of the Zeeman splitting with magnetic field and quantum well width of such complicated
structures like exciton (or even trion) can be rather complex and it is an active field of
current research.

Whole this section about excitons provided an introduction to the most important concepts
and serves for instant comparison with the features of more complicated structures of
charged excitons - trions.

2.2 Trion

Neutral exciton (X°) can be bound with one additional electron or one additional hole and
form charged exciton denoted as trion. Obviously, two fundamental types of trions exist.
Positive trion (X) consists of one electron and two holes and negative trion consists of
two electrons and one hole (X 7). Exciton can be considered as a solid state analogue
of hydrogen atom. Similarly, the trion is an analogical problem to either H~ or He™.
However, the computational treatment is quite different since in the case of both excitons
and trions all the charge carriers are of comparable masses.

The creation of an exciton results from the interaction between two charges, whereas trion
results from the interaction between dipole and charge. This means that the binding
energy of trion is much lower. However, the precise definition of binding energy, mainly
in the presence of magnetic field is ambiguous and differs substantially among various
authors. That is why we postpone the discussion about binding energy and the energy of
transition to the foregoing section.

In this thesis we want to use the Luttinger Hamiltonian framework that describes the
hole states in a very detail. Positive trion consists of two such holes and in the Luttinger
framework the two hole system would substantially complicate the computations (mainly
it would increase the size of the Hamiltonian matrix at least by the factor of two). It
should be possible to analyse the positive trion in the Luttinger framework, however it is
beyond the scope of this thesis, which focuses solely on the negative trion.
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2.2.1 Trion in an idealized heterostructure

In this part we discuss the possibility of centre-of-mass transform for the trion. This
transform has been already derived for the exciton, so we will focus on the important
differences.
The Hamiltonian of the negative trion in the effective mass approximation with no external
field can be written as:

28 n 2 + v;, _ e? _ e? + e?
2me  2me  2my,  Ame|re —ry|  Ame|reo —rp|  ATE|Ter — oo

+Ue1(2e1) + Uea(2e2) + Uh(Zh)]w (re1,me2,7h) = (B — Ey) ¥ (re1,Te2, 1) (2.47)

Subscripts el and e2 obviously refer to first and second electron, respectively. Note that
Hamiltonian involves additionally the kinetic energy term for the second electron and
mainly two new Coulombic terms. Hamiltonian eigenfunctions depend on three spatial
variables, that consist of nine parameters altogether. The centre-of-mass transformation
can be carried out similarly to the exciton in in-plane components only.

1| = Tt = T (2.48)
T2l = Te2| = Th| (2.49)
MeTe1|| + MeTea|| + MAT
R” _ e el ele2|| hTh|| (250)
2me + mp
P =pc1|| + Pe2) + P (2.51)
Me + Mp)Pe1|| — MePe2|| — MePh
pi = (me h)Pe21|| ePe2|| — MePh|| (2.52)
Me + mp
Me + Mp)Pe2l| — MePeo1ll — MePh
Py = (me h)p¢322|| ePei1|| — MePh)| (2.53)
Me + My,
Resulting Schrédinger equation can be written as follows:
[ P2 (p1+ 1) n %1512 + po? n P2, n p7, L P2,
2M 20! Me 20! Me Me 2my,
e? e? e?
B 2 ;T 2
4775\/7“%” + (2e1 — 21) 4775\/7“%” + (2e2 — 21) 4715\/(7'1” — 7o) + (Ze1 — Ze2)
+ Uer(ze1) + Uea(2e2) + Uh(zh)} ¥ (rer,re2,mh) = (B — Eg) ¥ (Ter, Te2,Th) (2.54)
We employed new notation M’ = 2m.+my, and p/ = % Note that the movement of

the centre-of-mass is well separated from the evolution of relative coordinates. We can thus
factorize the wavefunction (rlH,'rQ”,R”,zel,zeg,zh). Moreover the 'zy-centre-of-mass’
moves in the xy-plane like the free particle thus we can write

1 .
O (P v Ry Ze1, Ze2s 2n) = \/Wexp (iK|.Ry) ¢ (r1, T2)s Ze1, Ze2, Zh) (2.55)
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The situation becomes incomparably more complicated in the case of non-zero magnetic
field. The Hamiltonian in the effective mass approximation can be written as:

P2y + (Pyer + eBzer)? N Dot + (Dyez + eBie)? N P2, + (pyn — eBxy)? N

2me 2me 2my,

2 2 2 2 2
+ DPzel + Pre2 € € e

2me  2me  Arme|re — T  4me |Pea — T3 + Ame |re1 — Tea

+ Uel(zel) + U62(Z€2) + Uh(zh)] Tzz) (rela Te2, rh) = (E - Eg) 1/) (rela Te2, rh) (2'56)

It is lengthy, though straightforward, to develop the Hamiltonian in the transformed
coordinates and new momentum operators and the result is not shown here. Similarly as
in the case of exciton, there appear terms (actually much more such terms than in the case
of exciton) that combine the movement of the centre-of-mass and the relative coordinates.
The Hamiltonian itself is thus not well decomposed. In the excitonic case we were able to
choose such function that effectively allows for the Hamiltonian decomposition. However,
in the case of trion, the situation is much more complicated. The main reason is that the
trion has non-zero charge. Thus in the magnetic field its centre-of-mass does not propagate
as free particle and cannot be described as a plane wave. Actually, due to Landau
calibration, in the Y direction, the centre-of-mass moves freely and can be described
as a plane wave. But this does not hold in the X direction, in which the centre-of-mass
movement should be described by eigenfunctions of Landau level quantization. The ground
state eigenfunction can be written in a form:

(X — K, 2)°

\II(Xa Yaxlay17x27y2726172627zh) = exrp |— )\2

+ZKyY ¢(x17y17x27y2726172627zh)
(2.57)

It is of extreme importance that if the Hamiltonian act on this wavefunction, the X and Y
coordinates and the relative coordinates will not separate and this centre-of-mass transform
does not lead to the desired decomposition. This is in accordance with Whittaker
and Shields [6] who claim that Hamiltonian involves terms coupling the relative and
center-of-mass parts. The problem may lay in the fact that the centre-of-mass does not
coincide with the centre-of-charge, which becomes important due to Lorentz force in the
magnetic field. On the other hand, Redlinski and Kossut used center-of-mass transform.
They used functions with separated relative and centre-of-mass parts for their variational
treatment, but more details about the transform and its consequences are not provided.

The impossibility (or at least extreme complications) of center-of-mass transform is caused
by fundamental difference between exciton and trion computational treatment. The
centre-of-mass transform is not used in this thesis.

2.2.2 Singlet and triplet

Negative trion contains two electrons. It is thus multi-fermionic system that must obey
the Pauli principle. This means that the total wavefunction (including the spin part)
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must be antisymmetric. This allows for two situations, either the spin wavefunction is
antisymmetric and the orbital function is symmetric or the other way round.

There is only one possibility how to construct antisymmetric spin wavefunction for the
1

two fermions: N . .
singlet _ + - 2N\ 2 -
= () ) - ) ) 259

This sole spin function thus define so called singlet. The orbital function of the singlet
must be symmetric with respect to the exchange of electrons.

On the other hand, there are three possibilities how to construct symmetric wave function.

plrmiens ‘_%> ‘_%> (2.59)
eos (B
plriviets _ ‘%> '%> (2.61)

The states consisting of these functions are denoted as triplet. The orbital function of
the tripet state must be antisymmetric with respect to the exchange of electrons. The
binding energies for the triplet and singlet state may differ. Note that two triplet states
have a non-zero total electron spin, which contributes to the Zeeman splitting.

2.2.3 Binding energy and energy of transition

Binding energy E(X)pinding of the exciton is the difference between the energy of the
electron that creates the exciton and the free electron in the conduction band. Note that
the centr-of-mass of any optically active exciton must not move, otherwise the particles
cannot annihilate. Thus the energy of the excitonic state F(X) can be associated to
the binding energy E(X)pinding. We assume that we measure the energy of exciton in
negative values (the higher is the absolute value of the energy the stronger is the binding).
The energy of the transition that is observable in the optical spectra can be written as
E(X)transition = Eg+ E(X). It is clear, that this energy is smaller for the bound electrons
than the energy of the forbidden gap. Note that for now we omit the confinement energy
of the exciton that is set in the quantum well.

Binding energy of the negative trion E(X ™ )yinding is verbally defined as the energy drop
when the exciton becomes bounded with an additional electron. If we thus measure the
energy of the trion F(X ™) we need to know the energy of the corresponding exciton to
establish the binding energy E(X ™ )pinding = F(X ) — E(X). The optical transition in
the negative trion involves the annihilation of one electron and one hole which leaves
one electron remaining. The own energy of such electron must not be forgotten in the
definition of the transition energy and we may write: E(X ™ )transition = Eg + E(X ™) —
FE.. In the experimental works, the binding energy of the trion is usually established as
E(X7 ))binding = E(X 7 )transition — E(X)transition, which agrees with the definition of the
binding energy only in the special case when E, = 0.
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Serious problems arise with the definition of the trion binding energy if we allow for the
magnetic field. The Zeeman effect splits the energies for both exciton and trion and
moreover since the effective g-factors for exciton and trion differ, the splitting may also be
different. This problem occurs even if we assume only the singlet state of the trion. Such
situation is depicted in Fig. 23] [I0]. Due to different effective g-factors of exciton and
trion, the binding energy under scheme I depends on the magnetic field. On the other hand,
the scheme II refers only to the binding energy of trion in zero magnetic field. However,
this is quite inappropriate since some trion states are not bounded without presence of the
magnetic field and these states become bounded thanks to the Zeeman effect. Scheme I is
thus more useful, however it must be considered that the binding energy depends on the
magnetic field, the g-factor of the trion and moreover on the g-factor of the corresponding
exciton.

4 XO ) — 1
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E e,

Scheme 11

ol

Scheme 1

>4
%
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(oy
B=0 B 20 ~ ()t

Figure 2.3: Possible definitions of trion binding energy; Xy - exciton; X* - singlet state of
the trion [10]

2.2.4 Negative trion under Luttinger Hamitlonian framework

The treatment of the negative trion under Luttinger Hamiltonian framework is a
straightforward extension to the excitonic case. Note that the Luttinger Hamiltonian
for positive trion would be much more complicated. In the case of negative trion, both
electronic Hamiltonians are diagonal and so are three Coulombic terms. We can thus write
shortly:

H=H,+ (Ifel + Heg + Uet + Uz + Up, = Ver—p — Veap + Vel—e2> 1=H;,+H1 (2.62)

where 1 means 4 X 4 unity matrix. The meaning of other terms is obvious. Ifel and Ifeg
are Hamiltonians corresponding to the two electrons. Ui, Ueo, and U}, are quantum well
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confining potentials - may be omitted in the case of infinitely deep QW. Vo1_p, Veo_p, and
Ve1_e2 are Coloumbic potentials describing mutual interactions of three particles involved.

Compare this Hamiltonian to the excitonic one defined by Eq. [R2.39  This trion
Hamiltonian might be rewritten in a detail as 4 x 4 matrix, but such equation would be
equivalent to Eq. 240 just with different meaning of 7L. It is also notable that even though
three Coulombic terms do not involve anything conceptually new, it represents substantial
complication for computations since these terms are usually treated numerically.

2.2.5 Negative trion and Zeeman effect

Similarly to the Eq. B.45] we can derive the z-direction spin Hamiltonian for the negative
trion: '
ngnz = Je (Selz + SeQz) /’LBBZ - thhz,U'BBz (263)

The effective g-factor for trion remains the same (i.e. geyr = [ge — 3gs| for the heavy hole
trion and gerr = |ge — gn| for the light hole one). The energy levels structure is more
complicated for the case of trion and so are the optical spectra due to higher amount of
allowed optical transitions. We assume the relationships following relationship between
g-factors: g < 0; gn, > 0; 3|gn| > 2|ge|; and 2|ge| > |gn|). We can thus draw the Zeeman
splitting for the heavy hole negative trion in the triplet state Fig 4] and the light hole
negative trion in the triplet state Fig The total spin of the electrons is always zero for
the singlet state and this leads to the simple Zeeman splitting for the heavy hole negative
trion in the singlet state Fig and the light hole negative trion in the singlet state Fig
27

The spins of two electrons give rise to three different energy levels for the triplet and that
is why this state may be found in any of the three spin states of the electron pair. Each
of the three energy levels is further split to the two levels due to total angular momentum
of the hole. Thus the Zeeman effect causes the energy split to the six energy levels. The
annihilation of trion means that one of the electrons recombine with the hole, whereas
the other remains unbounded in the conduction band. Thus even the final state of the
trion annihilation is split into two levels due to Zeeman splitting of single electron. The
allowed optical transitions involve the change of total angular momentum by +1 or —1.
For heavy-hole trion triplet we thus have four allowed transitions, whereas for light-hole
trion all six energy levels transitions may contribute to the optical spectra.

As in the case of excitons, the heavy-hole negative trion state is much more probable than
the light-hole one. Thus only the heavy-hole trions are observed in the experiments and
usually only those are considered in the theoretical works. Let us thus consider only the
heavy-hole trion triplet scheme (Fig[24]) for now. No allowed optical transition exists for
the lowest energetic state, which is actually triplet state. That is why it is called dark
triplet. Although it is not explicitly mentioned in the literature, it must be noted that in
the case that g. > 0 and g; remaining positive the order of electronic levels flips. The
ground state would then be described by S, = —1 and the total angular momentum of
heavy hole +3/2, which would mean that the ground state is not dark anymore. Moreover,
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Figure 2.4: Zeeman splitting - heavy hole negative trion in triplet state
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Figure 2.5: Zeeman splitting - light hole negative trion in triplet state

as argued by Volkov [I6], the triplet is often localized near the impurity in the potential
barrier and due to break of symmetry even the dark triplet state might be visible. Under
our original assumptions on g-factors, it is the topmost energy level that is also dark.

The other four states in triplet schemes are referred to as bright triplet states. Note that
both bright triplet states associated with heavy hole trion that are visible in o~ light have
the same transition energy and thus are optically indistinguishable (see Fig 24]). The
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Figure 2.6: Zeeman splitting - heavy hole negative trion in singlet state
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Figure 2.7: Zeeman splitting - light hole negative trion in singlet state

same holds for the two states that are visible in the o™ light.

Both heavy-hole singlet states are visible and are often denoted as bright singlet. Some of
these states are usually visible trion states in the photo-luminescence experiments. In the
case of light-hole trion, there are no dark states since for each level there exists an allowed
optical transition.

The real situation is, however, more complicated. It has already been mentioned in the
case of excitons that the light and heavy holes states become coupled under Luttinger
Hamiltonian framework. The Zeeman terms of the holes are the same in the case of
negative trion as they were for the exciton and so they are defined by equation The
new point is that we have three different spin levels for the pair of electrons. Moreover, the
orbital wavefunctions differ for the singlet and triplet states of trion. We thus have four
different states of the two electrons in the negative trion and the corresponding Zeeman
Hamiltonian can be written as:
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where [¢) .. glet 1 symmetric with respect to the exchange of the electrons whereas 1) triplet
is antisymmetric. The complete wavefunction of two electrons is thus antisymmetric as
it is required for fermions. The singlet and triplet thus differ in the symmetry of orbital
function and moreover, for triplet there are three allowed values of spin projection of
electron pair: S, = —1,0,1, whereas for singlet we have only S, = 0. Altogether this
gives rise to four different electronic states of negative trion. Note that we must combine
all four electronic states as defined by this Hamiltonian and four hole states defined by
Luttinger Hamiltonian. Thus putting these two Hamiltonians together results in the 16 x16
Hamiltonian, which may be divided into four blocks of size 4 x4. Let us recall the discussion
about the involvement of one excited heavy hole state, which leads to the 6 x 6 Luttinger
Hamitonian. Thus the Hamiltonian under considerations that describes the negative trion
under Luttinger framework is of the size 24 x 24. However, this Hamiltonian can also be
divided into four blocks, and moreover each of these blocks can be further decomposed into
two separate Hamiltonians (recall Eqs. [[L51] and [[52]). Thus we need to solve 8 separate
Schrodinger’s equations each involving Hamiltonian of the size 3 x 3. The exact form of
the Hamiltonian is further developed in the 'Own computations’ chapter after detailed
explanation of the chosen wavefunction basis.

2.3 Literature review

This section should serve as a brief overview of the state-of-the-art in the research relevant
to the charged excitons. This survey is not comprehensive but presents the most important
experimental results and theoretical approaches that were the most influential for this
thesis. Although the research papers usually include theoretical part, we present the
experimental results separately.

2.3.1 Experimental results

For the purpose of this thesis, two types of experimental results are of extreme importance.
Firstly, these are optical spectra of excitons and trions from photo-luminescence and
absorption experiments, because this thesis attempts to explain such results theoretically.
Secondly experimentally evaluated values of g-factors of Zeeman splitting are of
fundamental importance, since the holes and electrons g-factors are exogenous parameters
of our theoretical model and thus must be inserted according to suitable experimental
results.

Optical spectra
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Optical properties of thin GaAl-AlGaAs quantum wells in the presence of perpendicular
magnetic field were studied by Schmitt-Rink et al. (1991) [I7]. Authors investigated
optical properties of 8.5 nm wide GaAs/AlGaAs quantum well sample. The absorption
optical spectra (o~ light) for magnetic field up to 12 T are depicted in Figs 2.8 and
in two different graphical representations. The absorption spectrum for B = 12 T is
also depicted separately in Fig 210 for both light polarizations. Authors also attempt to
explain experimental results theoretically. Their sophisticated approach takes into account
even biexcitons or triexcitons, but the concept of charged exciton is not introduced.

1.70

0 12
)

2 4 6 8 1
Magnetic field (T

Figure 2.8: Linear absorption spectra vs. Figure 2.9: Mean absorption curvature
magnetic field for o~ circularly polarized vs. magnetic field for ¢~ circularly

light [17] polarized light [17]

The charged exciton has been observed for the first time by Kheng et al. (1993) [20] in the
absorption spectra of CdTe - CdZnTe multiple quantum wells. Finkelstein et al. (1995)
[21] observed the charge excitons on the GaAs-AlGaAs interface for the first time. The
excess electrons enable negative trion to be observable. The binding energy of the negative
trion is established to be 1.2 meV without presence of magnetic field.

An influential article by Shields et al. (1998) [31] reports observation of negative trion
on n-type structure with quantum well width of 30 nm and also of positive trion on
p-type structure with QW width od 20 nm. Singlet and triplet states of negative trion are
observed and dependence of their binding energies on electric field is investigated. Authors
also claim that high sensitivity of resonance of both neutral and charged trions can be
used in electro-absorption modulators and other optical devices. Experimental results
are supported by theoretical model in effective-mass approximation and wavefunctions
constructed from a finite set of Landau level states. Singlet wave function is found to be
relatively compact compared to the triplet wavefunction.

More comprehensive view on both negatively and positively charged excitons is given by
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Figure 2.10: Linear absorption spectra at 12 T for o~ (dashed line) and o™ (solid line)
circularly polarized light [17]

Glasberg et al. (1999) [22]. Authors could tune the experiment via illumination intensity
so that they were able to observe both positive and negative trion on one sample. The
resulting spectra were measured for 20 nm wide quantum well and are shown in the Fig
2171 In addition to the visible peaks in this spectrum, authors claim that weak satellite
peaks that are observed in the lower energies may result from shakeup process, in which
a recombination of one of the electrons in the X~ with the hole is accompanied by an
ejection of the remaining electron to a higher Landau level (i.e. an effect analogous to
Auger recombination). The paper also examines the evolution of transition energies with
magnetic field up to 7 T. Fig shows transition energies for exciton (X ), negative trion
in singlet state (X ) and negative trion in triplet state (X, ).

One of the most influential experimental article for this thesis is by Vanhoucke (2001) [9].
After invaluable introduction to negative trions, authors present the evolution of transition
energies for both exciton and negative trion and for both light polarizations. Moreover,
Zeeman splittings for exciton and trion are separately depicted. The experiment was
repeated for three different widths of quantum well (10 nm, 12 nm, 15 nm). Authors do

not define, which negative trion state is actually observed.

Teran et al. observed both positive and negative trions in a 9 nm GaAs quantum well.
Authors identified the negative trion peak at the energy of 1.5597 eV and established its
binding energy as E(Xi)binding = 2.1meV in zero magnetic field.

Finally, brief and consistent article by Yusa et al. [32] must be mentioned. Authors
studied photo-luminescence of 20 nm GaAs quantum well under very low temperature (20
mK) and dilute 2DEG with low density (5 x 10°cm~2). The dark triplet state, being the
ground one, is well observable, which might be attributed to fluctuating potential of remote
donors that may scatter the dark triplet and transfer its excess angular momentum so that
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Figure 2.13: Field dependence of the PL energy. Upper inset shows the Zeeman splitting
of the neutral exciton (Xj), whereas the lower inset refers to the splitting of the states of
negative trion.

dark triplet undergoes radiative recombination. The PL spectrum and its dependence on
temperature is shown in Fig 2.14] and the dependence of binding energies of singlet, bright
triplet and dark triplet is shown in Fig .15l The connection between charged exciton
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states and fractional quantum Hall effect is discussed in the paper.
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Figure 2.14: PL spectrum as a function of  Figure 2.15: The binding energies as a
temperature. X° - exciton; X - singlet; function of B. XY - exciton; X - singlet;
X, - bright triplet; X, - dark triplet [32] X, - bright triplet; X, - dark triplet [32]

Landé g-factors

The determination of g-factors experimentally is an uneasy task. The current literature is
inconclusive in this respect. Some authors believe that the g-factors do not change with
the quantum well size and the magnetic field, while others claim that g-factor depends on
magnetic field and/or the well width. Experimentally determined values of g-factors are
rarely in mutual accordance.

Following list of important experimental results is based on rather comprehensive summary
by Groholova (2006) [23]. However, all original research papers have been checked and
few more experimental results added.

Van Kesteren et al. (1990) studied the excitons in narrow (up to 2.5 nm) typell GaAs/AlAs
quantum wells employing optically detected magnetic resonance. Landé g-factor for
electrons has been found independent on quantum well width and has value of g. = 1.9.
The hole g-factor is found to be the lowest for the widest examined QW, g5 = 2.3, whereas
for QW width of 1.7 nm it is g, = 2.9. Snelling et al. [24] studied the magnitude and the
sign of the g-factor for electrons as a function of width of type I GaAs/AlGaAs quantum
well. For L < 5 nm the electron spend most of time in the Alg3Gag.7As barrier and thus
the g-factor attains the bulk value for Alg3Gag7As being ~ +0.4. With increasing well
width the g-value approaches the GaAs bulk value of —0.44. g, therefore must reverse its
sign and it is reported to cross zero for L = 5 nm. For the width that is relevant for this
thesis (L = 10 nm) the reported value of electron g-factor is roughly g. = —0.2. Hole and
exciton g-factors have been studied in another paper by Snelling et al. (1992) [25]. The
PL spectra have been studied in type I GaAs/AlGaAs quantum well with barrier content
of 0.36. Substantial increase of g-factor of holes has been reported for growing width of
QW. For L < 8 nm, the holes g-factor is negative and for wider wells it becomes positive.
Due to bigger absolute values of g5, and its stronger dependence on the well width when
compared to electron g-factor (ge), the complete exciton g-factor (gez.) is driven by the
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hole one. For narrow wells, the value of g.,. might reach —2 and it also reverses sign
for the L ~ 10 nm reaching the values of geye = 0.5 for L = 20 nm. The authors also
inspected the dependence of Zeeman spitting on the magnetic field. For relevant QW
width (L = 11.2 nm) the Zeeman splitting reverses its sign at around 2 Tesla.

Two already cited papers by Glasberg et al.[22] and Vanhoucke et al.[9] also report g-factors
values for excitons and moreover for trions. Glasberg used 20 nm QW and relatively low
magnetic field up to 7 T. The dependence of effective g-factor g.ry on the magnetic field
is shown in Fig On the other hand, Vanhoucke used high magnetic field (23 - 50
T) and found g.f¢ to be independent on the magnetic field. The dependence of g.rs on
quantum well width is shown in Tab 2.1

1

Magnetic Field (T)

Figure 2.16: g.fy for exciton X, negative trion in singlet state X and positive trion X

2]

QW Singlet Triplet Exciton
10nm  gerr =19 gepr =19 gepr =15
12nm Jeff = 1.9 Jeff = 2.1

15mm  gepr =13 gepp =14

Table 2.1: Experimental values for g.rs for negative trion in singlet and triplet state and
for exciton for three different QW widths. [9]

Two influential papers brought the attention to the dependence of g-factor on the density
of the charge carriers. Tutuc et al. (2002) [26] focused on the dependence of electron
g-factor on the total density of the two-dimensional dilute electron gas (2DEG) using
Shubnikov-de-Haas oscillations and in-plane magnetoresistance. The g, is reported to
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vary from 1.3 up to 2.6. However, the g-factor elicitation is in-direct and the g-factor is
defined by the field that achieve full polarization.

Similarly, Proskuryakov et al. (2002) [27] studied two-dimensional dilute hole gas (2DHG).
Hole g-factor is again defined through field that corresponds to the full spin polarization.
A linear growth of the g; has been found with values varying from 0.4 up to 1.45.

It must be, unfortunately, concluded, that experimental determination g-factors values is
indistinct. This might be attributed to prevailing uncertainty which parameters affect the
g-factors, and moreover often some parameters of substantial importance are not reported.
It is thus problematic to use some g-factor value as an input of the model presented in this
thesis. Another option is to tune the g-factor so that the theoretical results fit measured
optical spectra of exciton - negative trion system.

2.3.2 Theoretical works

Several important theoretical research works have already been mentioned when deriving
the important concepts for this thesis. In this survey, we summarize the most important
research results dealing with charged excitons. Many of the theoretical approaches were
very influential for this thesis.

The first article to mention is Bauer and Ando (1988) [I1], although dealing with neutral
excitons only. Conceptually important is that authors used the Luttinger Hamiltonian
framework that implies the mixing of light hole and heavy hole states. Moreover, authors
described the complex energy splitting due to the lack of symmetry caused by quantum
well confinement and moreover due to Zeeman splitting in the mixed heavy hole and light
hole states of exciton. Authors performed exact diagonalization of the Hamiltonian in the
radial basis involving Laguerre polynomials. Energy dispersion as well as dependence of
binding energies on well width and applied magnetic field are comprehensively presented.

The most influential theoretical article for this thesis is written by Whittaker and Shields
[6], which deals comprehensively with negative trion. Some concepts and notes from
this source are recalled in the ’Own computations’ section. Authors do not use any
centre-of-mass transform, however they use wavefunction basis that respects the symmetry
(antisymmetry) for singlet (triplet) state and also involves Laguerre polynomials. There
are three independent quantum numbers for each particle, however, only eight independent
quantum numbers altogether, because total angular momentum is a constant of motion.
The whole trion is treated as quantized to Landau levels and symmetric gauge is chosen
for the vector potential of magnetic field. The most complicated task represents the
computation of Coulomb term for particles in the finite potential well. The most important
result is the binding energy of X~ for 10 nm quantum well Fig (ZI7)) and also for 30 nm
quantum well. Some results are compared to the previously reported experimental results
and they are in good agreement. Moreover, radial probabilities of two electrons with
respect to the hole are shown along with electron-electron radial correlation functions.
Authors also claim that they carried out some calculations using Luttinger Hamiltonian.
However, no details are provided and authors only claim that this approach does not lead
to better theoretical description of experimental data.
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Figure 2.17: Binding energies of the singlet and triplet state of X~ relative to the neutral
exciton. Dotted lines - lowest Landau level approximation; dashed lines - lowest subband
approximation; solid lines - full results

Riva, Peeters and Varga studied trions in quantum wells in the series of research articles:
[28], [29] and [30]. Authors use the effective-mass approximation and stochastic variational
method with ’deformed’ correlated Gaussian functions (DCG) as trial functions. The
results of the calculations are compared to different experimental results by other authors
e.g. Glasberg et al. [22] and Yusa et al. [32], see Fig[2.I8 The binding energies evolution
with magnetic field is also compared to other theoretical results, e.g. by Whittaker and
Shields [6] for 10 nm quantum well, see Fig 2191

Redliniski and Kossut [33] performed centre-of-mass transformation and employing trial
envelope wavefunctions they computed transition and binding energies of negative trion
in CdTe quantum wells. The authors claim that the singlet state is an example of an
entangled state (opposite to the triplet state). By application of magnetic field, it is then
possible to entangle or disentangle the ground state, which opens opportunities for the
physics of quantum computers and quantum cryptography.

Elaborated and comprehensive article by W¢js and Quinn (2007) [34] exploit the
dependence of binding energies of trion with respect to quantum well width, magnetic
field and electron concentration. The computation accounts for finite depth and width of
quantum well and the asymmetry caused by one-side doping, moreover several accuracy
and convergence tests are undertaken. Anyway it is beyond the scope of this thesis to
explain complete theoretical approach. The resulting computed binding energies are shown
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in Fig The appropriate Zeeman terms must be added to determine absolute ground
state or splitting in the PL spectra. These terms of course shift the magnetic field for that
occurs crossing of the singlet and triplet states. The computations also allow for so-called
dark singlet that may become weakly bound for very high fields. The effect of remote
donors is also discussed and it is established that the effect on the singlet is relatively
weak, whereas the trion may be essentially unbind. Despite indisputable complexity of
the paper, the off-diagonal terms of Luttinger Hamiltonian have been neglected.

During last years, there have been several attempts to describe the negative trion system
in the GaAs quantum wells. However, only few works used the Luttinger Hamiltonian
framework and moreover none of those works provided necessary details of computation
that would allow for replication of the procedure. This thesis aims to fill this gap in the
literature. Moreover, the Zeeman splitting of negative trion system is elaborated in a more
detail than it is common in the research papers. At the expense of this improvements,
some substantial simplifications (e.g. infinite depth of a quantum well) are made and some
effects that might be of physical importance are omitted. Nevertheless, it is the literature
review section that should warn about possible shortcomings of our approach and may
inspire future readers for improvements of our model and calculations.
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Figure 2.20: Dependence of the trion binding energies A on magnetic field B for undoped
or symmetric GaAs quantum well. The thick lines correspond to results after inclusion
of two subbands confined in quantum well, whereas thin lines correspond only two lowest
subband calculations. [34]

3 Own Computations

3.1 Wavefunction basis

In this section, we construct the novel asymmetric wavefunction basis for the trion problem.
The total wavefunction basis consists of three blocks according to the structure of 3 x 3
Hamiltonian given by (L5I)) and (IL52). Each block then consists of the wavefunctions
that correspond to the Landau theory of charged particles in magnetic field. The functions
respect the Landau gauge A = (0, B,z,0). Note that these functions are not symmetric
in xy-plane. This unusual choice does not respect the symmetry of the physical problem.
However, it will be later shown that the basis functions are almost symmetric for sufficient
size of the basis. The main advantage is that the basis wavefunctions involve relatively
simple Hermite polynomials. The construction of the wavefunction basis is now exploited
in detail.

The basis functions depend altogether on nine spatial variables. However, in the
z-direction the particles are confined in the infinitely deep quantum well. Thus the total
wavefunction can be decomposed as:

\Iltotal(xly T2, ThyY1,Y2,Yh, 21,22, Zh) = \Il’in—plane(xly L2, ThsY1,Y2, yh)'q)(zla 22, Zh) (31)

The subscripts 1 and 2 refers to the electrons of the negative trion, whereas subscript h
naturally denotes the hole. The wavefunction in the z-direction can be further decomposed
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as:

(21, 22, 2n) = P(21)B(22)P(21) (3.2)

The electron functions ¢(z1) and ¢(z2) are defined by equation (36, whereas the hole
function ¢(z;) is defined by one of the equations (L37]) - (L39) depending whether the hole
state is the ground state of the heavy hole, the first excited state of the heavy hole or the
ground state of the light hole. This difference in the hole wavefunction in the z-direction
is the only difference between the three groups of wavefunction basis functions that are
associated with the three blocks of the Hamiltonian defined by (L5I]) and (L52]). Thus
further derived in-plane wavefunction basis is valid for each of the three blocks.

The in-plane wavefuncitons can be decomposed into the single-particle wavefunctions:
Winplane(T1, T2, Th, Y1, Y2, Yn) = ¥ (21, 91)0 (w2, y2)0" (20, Yn) (3.3)

Each of this wavefunctions is eigenfunction of the problem of one charged particle in the
magnetic field under Landau calibration. Let us remind that we chose vector potential
A = (0,B,x,0). It implies that in the y-direction the particle is described as the plane
wave with wave vector k. On the other hand in the z-direction the eigenfunctions are the
harmonic oscillator eigenstates shifted by x¢ = W’}—ﬁc = A?k. The one particle eigenfunction
can thus be, according to Landau quantization theory written as:

)2 2—A2K)2
! L (m Ak) e~ iy (3.4)

1
_\/L_y,/)\ﬁ onpl " A

The function involves two quantum numbers. Quantum number n defines the Landau
level. Throughout this thesis, we restrict ourselves to n = 0,1,2 due to computation
burden. The other quantum number is the wave-vector k, nevertheless wave vector is
represented by single number only, since we assume plane wave in y-direction only. Note
also that change in k efficiently shifts the wave function along the z-axis due to shift A\?k.

\I/n(.%', y)

The trion is assumed to be enclosed in the y-direction in the box of the size L,. The

periodic boundaries are assumed and the values of the wave-vector are quantized as k =

22”;‘“, where ny, is an integer and — N < nj < N. According to the Landau quantization, it

is further assumed that the center of the oscillator must physically lie within —% <z <
%. It immediately follows that the upper limit N = ifr;y Following table illustrates the
values of magnetic length A and values of N for different magnetic fields under assumption
L, = L, =100 nm

The maximum range of the wave vectors is usually not utilized, since the set of the wave
vectors is usually truncated due to the computational burden.
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B [T] | Alnm] | N

1 25.6554 | 1

) 114734 | 6
10 8.1130 | 12
15 6.6242 | 18
20 5.7367 | 24
50 3.6282 | 60
100 2.5655 | 120

Table 3.1: Dependence of magnetic length A\ and wavevector value bounds /N on magnetic
field B

The three one-particle wavefunctions can be described as:

1 T + )\Qkh _ @pt2hy)? ik
¢nh (xha yh) ( € 222 hn (35)
/L 2nhny! /N A
L ) = 1 x1— Nk _@eXe? (3.6)
. 2X .
ni T1,Y1 \/7 2n1n1 \/— )\ e
1 To — )\2k - (1}27)\2](32)2 .
2 2 2 (22227 k2)" 4 ikoy
na (¥2,Y2) = \/_ 2n21] \/— < A ) ‘ » 22 (3.7)

The in-plane wavefunction Wi, _piane(®1, 2, Zp, Y1, Y2, ypn) is thus characterized by six
quantum numbers nq, no, ny, k1, ko and k. However, the total momentum K = ki+ko—kp,
is constant of motion and thus it is conserved. Note that minus sing for k;, term is due
to convention in chosen wavefunction wﬁh (zh,yn). The both signs might be reversed with
equivalent result. We set K = 0 and thus only such in-plane trion functions for that holds
k1 + ko — kj, = 0 are included in the wavefunction basis.

The size of the wave basis grows rapidly with growing upper bound for the wave vectors
N. It can be found out that the size of the basis (for one Landau level and one type of
hole states) can be computed as Size, = 3N? + 3N + 1. For N = 5 it makes the size
76 x 76. We also consider three Landau levels for each particle, which makes 27 different
combinations. Moreover, three different hole states are involved. The basis size is then
altogether 6156 x 6156. The value of N thus imply the total size of the wavefunction
basis. The appropriate value of N is chosen according to the numerical analysis that is
undertaken after the evaluation of Coulomb terms (see below).

3.2 Diagonal terms of the Hamiltonian

The only non-diagonal terms are Coulomb and Luttinger terms that will be discussed
separately. The diagonal terms consist of the energies of the Landau levels and of the
offsets of the light holes and the excited heavy holes state. The Landau levels energies are
defined by:
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B hz(nh + 1)

E?/andau - 2)‘2mh ’ (38)
h2 (n1 + 1)
Ezlandau = N2m. (39)
e
hz (TLQ + 1)
Ezzandau = N2m. (310)
e
EtLTaZfzgau = E?;andau + Ez}zndau + Ez?zndau‘ (311)

The Landau energy of the trion ground state is thus:

Etrion _ h2 h2

ground — 2)\2mh + 22)\2me (312)

We consider n = 0, 1,2 for each particle. We thus have 27 combinations of Landau levels
for three particles involved.

Let us now evaluate the effective masses of each particle. The mass of the free electron can
be expressed as mg = 511 keV. All the effective masses are then related to this value. We
recall the values of the Luttinger parameters v = 6.85 v9 = 2.10 v3 = 2.90. The effective
masses are then defined by equations (L47)) and (L48)).

My = 0.112mg my;, = 0.37Tmg (3.13)
mlh” = 0.211m0 mfh = 0.090m0 (3.14)

Note the mass reversal in the in-plane coordinates in that the light holes are heavier than
the heavy holes. For illustration we can establish ground Landau energy for magnetic field
of 15 T E'rien (15T) = 33.7 meV.

ground
Confinement energy of the particles in the hole ground state is set to zero. However, the
confinement energy of the excited heavy hole must be added as the offset of ground state
and excited state heavy holes. The correct value for the infinite quantum well of the width
L, =10 nm is according to (L.40):

4h% 72 h2n2

—_— —_— — = -1
omIZ ~ ami? 30meV (3.15)

Eoffset =

However, this value substantially overestimates the real value. The quantum well is
not infinitely deep in reality. Thus the particles’” wavefunctions tend to tunnel into the
barrier. As the result the effective width of the quantum well increases. Throughout the
computations, we use the offset of 16 meV that corresponds to the effective quantum well
width of 13.7 nm.

We also need to use the offset parameter that is associated with the light holes. We assume
light holes’ states to be shifted from ground state heavy hole states by 10 meV [I8].
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To sum up, the diagonal terms (except of Coulomb terms) consist of the appropriate
energies of the Landau levels of each particle, the offset for the light hole states and the
confinement offset for the first excited heavy hole states.

3.3 Coulomb terms

The evaluation of all Coulomb terms lies in the center of computations. Due to competition
between spherical symmetry of Coulomb interaction, cylindrical symmetry of magnetic
field and quantum well confinement, it is impossible to diagonalize the Coulomb terms
[28]. Coulomb interaction involves two particles and so in Cartesian coordinate system it
depends on six coordinates. Using simplified notation we may write Coulomb potential
between two particles as:

_ N 1
dme /(22 — 21)? + (y2 — y1)? + (22 — 21)?

‘/12(F) — V12(~"31ay1,21,$2ay2,22) (316)

Coulomb interaction is (except of sign reversion) equal between hole and electron and
between two electrons thus we use indices 1 and 2 irrespective whether the particle is an
electron or a hole. If we multiply Coulomb potential from both sides with wavefunctions
of both particles involved and generally integrating over all space, we get the Coulomb
term of Hamiltonian (we skip the constant prefactor):

V= /\I/*(ml,yl,21)\11*(x2,y2,zg)‘/12(]x2 - wl’a ‘yQ - y1’7 ‘32 - Zl‘)x

xU'(x1,y1,21) V' (22, y2, 22)dx1dradyr dy2dzi dzo (3.17)

The strategy of evaluating such Coulomb term is of course based on the chosen wave
function basis. We know that in the z-direction the particles are localized (the integration
over all space is finite) thanks to the Gaussian type wave function (though modified by
Hermite polynomials for higher Landau levels). Similarly, in the z-direction the particles
are localized in the quantum well. Since we assume indefinitely deep QW, the particles
cannot appear outside the well and thus are localized in the interval (—%, %) In the
y-direction, there is no such confinement, however,trion is assumed to be localized in a
'box’ of side L, in the y-direction (since trion is either confined or localized in both other
directions we can really consider the situation as if trion is closed in a 'box’). Coulomb
potential affects the trion both within our assumed ’box’ but also between these 'boxes’.
Each 'box’ contains one elementary charge (negative charge in the case of negative trion),
but the system as a whole must be neutral. Thus we need to assume (positive) charge that
is uniformly distributed in each 'box’ and so the overall charge is zero. This construct can
be efficiently used when dealing with Coulomb term and it is a variant of so called Ewald

summation [19].

We need to deal with following integration:
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Lz

1 [% o 7
—2/ dzl/ dZQ/ d.%'l/ dm'g/
L _L:

2
Ly dy2 dy1 (3.18)
Fl
Vig(|wz — @], |y2 yil, |22 — z])e'a Rz ik *kl) X (3.19)
X Pt g (1) Uy oy (1) g (42) Vs ey (22) 97 (21) 05 (22).- (3.20)
We define v, (x) in accordance with Egs. B.3) - (8:6)

1 x—Nk\ _@-x?
wnk( ) € 222
2nn! /) A

Let us first focus on the most complicated integrating over y; and yo

(3.21)
brevity we denote: a? = (z1 — x2)2 + (21— 22)",a>0

. For the sake of
o

Yy2+5- . .
ky—k k| —k
72 | ., dy2/ Ly dy1Viz(a, lya — y1|)e'Fe k22 itk =hn)
YT Y2—

We use following substitution

(3.22)
Y=y — Y2 (3.23)
y1=y+y 3.24)
dys ei(ky—ka+ky —k1)ys i(ky—k1) (3.25)
L2 / 7y 771/ /a2 + y
This integral is non-zero only if k, — ko +k} —

k1 = 0 holds and we deal with the integration

1 £ 1

2 [P

L[ gL itk (3.26)
L, /L; Va? +y?

Now, let us employ the Ewald summation. The main trick is that we integrate inverse

Fourier transform of Fourier transform (instead of direct integration). Following previous
computations, Coulomb potential can be written as

Viy) = \/ﬁ (3.27)

However, this potential acts between charges separately in each ’box’ in y direction. Thus
it is periodic function in y with period L, and total potential can be written as

- e 1
Viy) = : (3.28)
]:Zoo \/a2 + (y —i—ij)2
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where j is integer. Now, let us formally write the Coulomb potential as a one dimensional
Fourier expansion:

> Ve, (3.29)

n=—oo

where ¢, = %Zn and n is integer.

It clearly follows from the periodicity of V (y) that:

M@h

L, a7 e =1, (3.30)

2

This identity gives us a hint how to compute the Fourier transform V:

Ly .
1 2 elqny
Vvq _ L_ L dyV( ZQny — _/ y Z Z ; : 5 (331)
L j=—con=—o00 y/a? + (y + jLy)
0o 00 Ly iqny

YD Li/; dy ¢ (3.32)

j=—ocon=—o0 Y 2 \/(IZ + (y +]Ly)2

Let us now focus on the sum over j and evaluation of the integrals. If we substitute in
integral for each j in a manner: y' =y + jL, we must add a term jL, to the integration
limits. Each of these integrals is thus performed in ’its own box’. The sum over j can thus
be written as one integral but over all y.

qny
) 3.33
n_zoo / \/ Va2 + 22 (3:33)
This formula can be evaluated analytically:
2
Ve =Ko (lgnllal), (3.34)

Ly

where Ky is Bessel K-function of zeroth order. Now we finally perform integration over y
as defined by Eq. (340) of inverse Fourier transform:

Ly
2 (7 _
=5 [ L, Z Ko (|gn] |a]) 'k —R1)veiany (3.35)
y - n=-—o0
From exponentials we get following condition: ¢, = k] —k1 (note that |k} —ki| = |k —ko|).
By this we got rid of integration over y and summation over n. The result is following
formula: )
Ko (|k] = k1 |al) (3.36)
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We have thus simplified the original integral to the following form:

Liy /; dz /; dz /OO dzq /Oo dxa Ko <|k/1 - kl‘ Vi(zy —29)2 + (21 — 2'2)2) (3.37)
%l,kg (1'1)1/}111,k1 (xl)wng,ké (Z’Q)l/}nQ,kQ (xQ)(P%(Zl)QO%(Zz). (3.38)

We thus reduced the problem to integration over four variables zi, zo, x1, 2. However, it
is possible to get rid of one of the z and one of the z variables analytically. The derivation
is straightforward but not simple at all and is shown in Appendix A.

Using the results from Appendix A, we finally get the integral:
L. 00 9
iz = / dz/ de Ko ([ — k] V@75 2) J(@)g(2), (3.30)
0 oo Ly

where functions f(x) and g(z) are appropriate functions resulting from partial analytical
integration. This integral can be solved numerically for |k} — k1| # 0.

For |k} — k1| = 0, this integral diverges to infinity. However, such infinite potential
is compensated by assumed uniformly distributed positive charge (note that Fourier
transform of uniform distribution is delta function).

We, therefore, need to treat Coulomb terms for that &} —k; = 0 holds in a different manner
(note that this condition is for non-zero Coulomb terms equivalent to k5 — ko = 0). The
singularity is of Coulombic term is weakened by integrating only over the assumed "box’.

Recall Eq. ([8.20]):

(3.40)

Ly Ly
i/ : dy#ei(kll—kl)y:i/ : dyé
Ly _LTy /a2+y2 Ly _LTy /a2+y2

Using results form Appendix A we can write final formula for Coulomb terms Vier=k,:

L. 00 LTy 1 1
Vi =, :/0 dz/ dx dy— ————1(2)9(2) (3.41)

This triple integral must then be evaluated numerically.

3.4 Luttinger terms

In this section, we compute the Luttinger terms given by (L57) and (58] for chosen
wavefunctions basis. The computation is rather simple and straightforward, however
deserves some comments. Luttinger terms couple the hole wavefunctions. Let us recall
the definition of Luttinger b term under Landau calibration of magnetic field

V373

2m0

B:

. hax , ha
Pz (pa: — 1Dy + ZF) =g <px —py + ZF) (3'42)
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V373

where g = e Pz Observe that g is non-zero only when mixing the ground state and the
first excited state of the heavy hole. Let us first act by g on the excited state.

Cono(2)lgorlom (2)) = Y273 2 / 7 decos (Liz> (—ih)%sin (2_%) (3.43)

2m0 L
8iysh
\/ngmO

Now let g act on the ground state:

(om(Dlgrolon()) = L2 2 / L deoin () cim Lo (£2) 9

2m0 L
_ 8iysh
\/ngmO

The acting by ¢g on the ground state leads only to the sign reversal when compared to the
previous case. Note that the changing of the order of the wavefunctions is equivalent to
the complex conjugation of g. We thus have four different possibilities (go1, 910,951, 910)
with two possible outcomes.

(3.46)

It has been already discussed that b terms act like the creation operators, thus they mix
only states on the ground Landau level with the first excited and the states on the first
excited level with those on the second excited level. Let us first act on the ground state.

A E o .o h
< w?(ﬂc,y)‘ b ‘wg(x,y)> = g/Ly dy/ dapi™ (x,y) (—iha—x thy ZT§> vo (2, y)
2 (3.47)

= gih)\\/i (3.48)

Note that < Ph(x, y)‘ b |1/J{L(m, y)> = 0. We can now compute the complex conjugated term

b* that behaves like an annihilation operator.

(v B |ohew) —g/ydy/ dovf (o) (ing + 55 ) wha)
: (3.49)
_ _g*ihﬂ (3.50)

A

Under assumption that the order of <ph0( ) and @p1(2) remains unchanged, the numerical
value of ( W] b|Wy) is equal to { Uo|b|¥,).
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Similarly we can compute terms that mix the first and the second excited Landau levels.

(whte)|blvfen) = g/L dy [ bl ta) (ming + g+ 55 ) o)
(3.51)
= g? (3.52)

. B e o .o h
< Y ()| b* %‘(l‘,y)> = g/_L_y dy/_ dapl* (z,y) (—ih% + ha_y H)\_f) V3 (z,y)
: (3.53)
_ _g*¥ (3.54)

Now, we treat the ¢ terms. It has been shown that ¢ mixes only states on the ground
Landau level with the the states on the second excited level.

o= [ (- on g - 55 ) o (om0 5 - 2200)| 09
(vt y) ¢|vh@,y)) = (3.56)
2\;_0 dy/ darg* 72 ( h2§ 5 +h2% —2i h(fyif - %) (3.57)
— i3 (-2/‘723?; +m%z—f+zh%§>}¢g(%y) (3.58)

RV6(—72 + 293
2)\2m0

< wé‘(ﬂc,y)‘ é ‘wg(w,y)> — (3.59)

(3.60)

It can be easily found and that < Vi (x, y){ é ‘1/)6‘(:6, y)> = 0, however the complex conjugate
¢* acts like two annihilation operators:

< v (x,y)| & h(x,y)> = (3.61)
o 0? 0? O hx  ha?
hx 312 2 e e
QmO/Tydy/_oodwo [w2< W g = 2 A4> (3.62)
0? 0 hzx hx O
o _op2 hx 0 h
—1—273( 2h 920y +i ham2+ h)\28 )}wz(x,y) (3.63)
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W2 V6(—72 — 273)
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W(a,y)) =
(3.65)

The value of Luttinger terms thus depends, apart of physical constants, only on the
magnetic field. Appropriate pre-calculated Luttinger terms are simply added to the correct
positions in the Hamiltonian matrix.

3.5 Numerical analysis of the basis size

Apart of theoretical and conceptual progress that has been derived in the last few sections,
this thesis aims also in quantitative computations and reliable results. The choice of the
size of the wavebasis is then crucial. The most time-consuming procedure is the numerical
computation of Coulomb terms. Even for big matrices, the evaluation of all Coulomb terms
takes longer time than the matrix diagonalization. Since the procedures takes substantial
computing time, the size of the Hamiltonian matrix must be restricted by appropriate
choice of the wavefunctions basis size.

It has been already pointed out that, we restrict the computations to the ground and the
two excited Landau levels. This is not only due to substantial computational effort when
dealing with numerical integration, but also because of substantial amount of analytical
integrations over variable x that have to be performed for all combinations of Landau
levels independently.

The other parameter determining the size of the basis is the number of the wave vectors
ki, ko and kj that are taken to account. We consider the same number of the wave
vectors for each particle, thus the key parameter of the size of the Hamiltonian matrix is
N =Ny = Ny = N,

The final size of the basis has been chosen according to three criteria:

e Convergence of the Coulomb terms
e Symmetry of the ground wavefunction

e Computational time

3.5.1 Convergence of the Coulomb terms

The Coulomb terms are real physical quantities that should not depend on the choice of
the basis size. We thus need sufficiently large basis so that the Coulomb terms are not
affected by too restrictive choice. In the testing procedure, we construct the small block
of Hamiltonian matrix that involves only particles in the ground Landau level and the
hole wavefunctions describe only the heavy hole ground state. Generalization to complete
matrix (involving 3 Landau levels for each particle and 3 different hole states) would make
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the complete analysis extremely time-demanding, however we confirmed for some that
analysis of this small block is sufficient.

Such small block may involve only the Coulomb terms, since other terms would shift all
eigen-energies. Simplified Hamiltonians for different choices or parameters are diagonalized
and the convergence of the smallest eigenvalue (ground energy) is investigated. Note that
the Coulomb terms depend on parameter N, on the size of the box in the y-direction L,
and the magnetic length A\ associated with given magnetic field B. It can be found out that
the smaller is the L,, the faster is the convergence of Coulomb terms with increasing N.
However, the parameter L, has no real physical significance and occurs due to construction
of the basis. Thus the Coulomb terms need to converge also with growing L,. It is thus
necessary to find sufficient values of N and L, so that Coulomb terms do not change with
increasing values of those parameters.

B[ 15 [ 15 | 15 | 15 |[B[I] | 5 5 30 [ 30 [ 50 [ 50
Anm| | 6.62 | 6.62 | 6.62 | 6.62 || Alnm| | 11.47 | 11.47 | 4.68 | 4.68 | 3.63 | 3.63

L, 10 | 50 | 100 | 200 L, | 100 | 200 | 50 | 100 | 50 | 100
N=1|-21.7|-147 [-120| -84 |[N=1] -89 | -6.9 |-182 | -13.7 | -20.6 | -15.2
N=2]-21.7 | -151 | -142 | -110 |[N=2| 94 | -85 |-19.8 | -17.1 | -24.1 | -19.6
N=3]-21.7 | -15.1 [ -15.0 | -128 || N =3 | -9.4 | -9.1 |-20.1 | -18.9 | -24.9 | -21.9
N=14 151 [ -15.2 [-139 || N =4 | 94 | 94 |-20.1 | -19.7 [ -25.1 | -23.4
N=5 “15.1 | -15.3 [ -146 || N =5 295 [-20.1]-20.1 | -25.1 | -24.2
N=6 153 | -15.0 || N=6 95 20.2 | -25.1 | -24.6
N=7 153 | -152 || N=7 248
N =238 153 |[N =38 249
N=9 53| N=09

Table 3.2: Dependence of the lowest eigenvalue of the Hamiltonian matrix containing
Coulomb terms only on the size of 'box’ in y-direction (L, ), magnetic field (B, A) and size
of the basis N (lowest Landau level approximation).

The left panel of Table 3.5 shows the dependence of the lowest energy on the size of the
box L, and on the size of the basis for magnetic field B = 15 T. For large L, there is a
need for large basis to attain the convergence. However, the value of the eigen-energy is
more reliable. We can thus inspect the convergence for smaller L,. It might be observed
that for L, = 50 nm the final value is unreliable (consider resolution 0.1 meV. Optimal
choice is thus L, = 100 nm and convergence is attained for N = 5.

The right panel of Table B.5.1] shows the same analysis but for different magnetic fields.
For low magnetic field of B = 5 T the convergence is faster, however it is found to be more
reliable for larger L,. This is not surprising result since lower magnetic field allows larger
movement of particles and therefore L, is more restrictive. On the other hand, for higher
magnetic fields the convergence is slower but reliable for lower values of L,. Throughout
this thesis we consider L, = 100 nm for magnetic fields B < 30 T and L, = 50 nm for
B=50T.
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3.5.2 Symmetry of the ground wavefunction

The special feature of the chosen wavefunction basis is that the basis is not a priori
radially symmetrical. This choice allows relatively easier manipulations but does not
reflect the physical reality. However, it might be shown that for sufficiently big basis the
wavefunctions become fairly symmetric.

We undertook simple symmetry analysis. Hamiltonian matrix under lowest Landau level
approximation has been constructed and diagonalized. The wavefunction associated with
the lowest energetic state has been depicted. Two different graphical representation are
chosen. The first is attractive 3D representation, whereas the second is more synoptical
depiction by contour plots. Both series of graphs (B1) - (34) and B3] - (B38) show
the dependence of the wavefunction over zy-plane on the basis size. It is clear that the
circularity of the wavefunction improves with rising N. For N > 5, the wavefunction is
already fairly symmetrical. The laceration of the graph for NV = 7 is unresolved, however
it may be associated with change of the sign of wavefunction or with some numerical
imperfections.

More exact analysis of the wavefunction symmetry is carried out by evaluation of
eccentricity. We treat the contour that labels the half of the maximum of the wavefunction
as if it is an ellipse. Such ellipse obviously has its major semi-axis @ in the y-direction
and minor semi-axis b in the x-direction. We may now construct some non-symmetry
parameter e = “74’. (Note that this construction is similar to the definition of eccentricity,
however the eccentricity is based on the deviation in squares.) e = 0 represents
perfectly symmetric wavefunction, where as e — 1 reflects very elongated wavefunction in
y-direction. We state that e < 0.5 describes sufficiently symmetric wavefunction.

B[] ] 5 | 15 | 30
N=1]072]088 092
N=2062| 080 0.86
N=23]045|0.71 ] 0.80
N=4]029061]073
N=5]0.17 | 0.52 | 0.67
N=6|012 042 | 0.61
N=7[011033]054

Table 3.3: Dependence of the basis wavefunction non-symmetry on magnetic field and the
size of the basis (only the lowest Landau level included)

Table contains the values of e for different magnetic fields and different sizes of
basis. It is obvious and not surprising that for lower magnetic fields sufficient symmetry
is attained already by smaller basis. Larger magnetic fields have adverse effect on the
chosen wavefunctions basis due to non-symmetric Landau gauge. Depending on its
size, the wavefunctions basis might be inappropriate for very high magnetic fields. The
wavefunction symmetry is also illustrated by figures [B.9]) - (B.12]) for different magnetic
fields.
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Figure 3.1: 3D plot of probability density of Figure 3.3: 3D plot of probability density of
electron with respect to the position of the electron with respect to the position of the
hole; B=15T; N =1 hole; B=15T; N=3

40

30+ arb.

Figure 3.2: 3D plot of probability density of Figure 3.4: 3D plot of probability density of
electron with respect to the position of the electron with respect to the position of the
hole; B=15T; N=5 hole; B=15T; N=7

3.5.3 Computational issues

All computations have been carried out in Mathematica, version 6.0, 64 bit version.
Mathematica proved its superior ability to deal with presented problems. Well-arranged
graphical interface allows easier development of programming procedures in particular
it allows immediate modifications to functions, what is extremely favourable for quick
testing computations. Well-established documentation, block arrangement of programs
and functions that do not require any compiling is appreciated mainly for programming
beginners. Important developed functions are described in Appendix B.
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Figure 3.5: Contour plot of probability Figure 3.7: Contour plot of probability
density of electron with respect to the density of electron with respect to the
position of the hole; B =15T; N =1 position of the hole; B =15 T; N = 3
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Figure 3.6: Contour plot of probability Figure 3.8: Contour plot of probability
density of electron with respect to the density of electron with respect to the
position of the hole; B=15T; N =5 position of the hole; B=15T; N =7

The computations were carried only on ordinary PC with four core 3 GHz processor and
4 GB RAM memory. The size of the basis has been set to N = 5 for all computations.
Recall that this might be inappropriate for higher magnetic fields (B > 30 T). Note also
that restriction to three Landau levels only may be inappropriate for low magnetic fields
for that Landau levels are close to each other. Our approach is thus well suited for middle
fields around B = 15 T.

The most time-demanding procedure is computation of all Coulomb terms and their
arrangement into Hamiltonian matrix. For full setting (3 Landau levels and three types
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Figure 3.9: 3D plot of probability density of Figure 3.11: Contour plot of probability
electron with respect to the position of the density of electron with respect to the
hole; B=5T; N=5 position of the hole; B=5T; N =5
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Figure 3.10: 3D plot of probability density of Figure 3.12: Contour plot of probability
electron with respect to the position of the density of electron with respect to the
hole; B=30T; N=5 position of the hole; B=30 T; N =5

of hole states) this procedure takes around 4-5 hours (running on one processor core) even
after optimization described in the following subsection. Diagonalization then takes less
then one hour. Mathematica automatically chooses appropriate diagonalization method.
For the numeric input it uses so-called LAPACK method and takes into account that
the matrix is symmetric. Other manipulations are generally fast apart of construction
of singlet and triplet Hamiltonian matrices as described in following section, which may
take over an hour. Allowing more time for computations or using more powerful machine
may allow for larger basis and thus more accurate results. This is an open issue for future
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work.

3.6 Symmetry considerations

This section covers two related problems. The first part describes optimized computation
of Coulomb terms by considering their symmetry. The second one then explains extremely
important creation of two Hamiltonian matrices that are related to the singlet and to the
triplet states.

3.6.1 Coulomb terms

We have already pointed out that computation of Coulomb terms is hurtful. It is quite
clear that the Coulomb terms does not have to be computed for each and every position
in the Hailtonian matrix. Not only that majority of the terms are zero but also many
terms are equal and thus should be computed only once. The procedure that computes
independently all the distinct Coulomb terms has been developed. The procedure is based
on inspection of Coulomb terms computation and considering their symmetry with respect
to the wavevectors k1 and ko and Landau levels n; and no of the two particles involved. The
list that contains all distinct Coulomb terms that appears in the Hamiltonian matrix for
given settings is computed first. The Hamiltonian matrix of Coulomb terms is subsequently
compiled. The addition of diagonal terms and Luttinger terms is then straightforward and
fast.

3.6.2 Construction of singlet and triplet Hamiltonian

It has been explained in the theory that the orbital wavefunction must be either perfectly
symmetric or perfectly antisymmetric with respect to the interchange of the electrons. The
symmetric wavefunctions belong to the singlet, whereas the antisymmetric are triplet. The
total antisymmetry that is required by Pauli principle is then attained by spin part. Note
that spin part does not enter the Hamiltonian in any way (except of Zeeman terms that
are somewhat associated with spin).

Once we construct and diagonalize developed Hamiltonian and inspect the eigenvectors,
we find that each eigenvector is either perfectly symmetric or perfectly antisymmetric
with respect to electrons interchange. Each eigenvector and its eigen-energy thus belong
to either singlet or triplet. In other words, our basis contains both singlet and triplet
states since no special symmetry issues have been considered until now.

We now reconstruct the basis so that we introduce new singlet and triplet basis states.
As a result, we get the basis of the same size but the singlet and triplet states will be
separated. This allows for separate diagonalization of singlet and triplet Hamiltonian and
more importantly correct addition of Zeeman terms is then possible. The construction of
new states is related to the Slater determinant and is rather straightforward. Each of the
basis functions is defined by nine quantum numbers - ny, kp, n1, k1, n9, ko. Note that one
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of the wave-vectors is not independent. The construction of symmetric and antisymmetric
states for singlet and triplet is following:

|nhakh,n1,klan2,k2>s — (|'I’Lh,kh,n1,]€1,n2,k2> + |nhakhan2ak2an1,kl>) (366)

L

V2
1

N, kn,na, k1, ne, ko) = ——= (g, ki, na, ki, no, k2) — g, ki, ne, ko, na, k) (3.67)

V2

Note in particular that state for that holds n; = k, = n1 = k1 = ny = k9 = 0 is included
in the singlet states only. The Hamiltonian matrix must be rearranged (two Hamiltonians
are created) so that it corresponds to those new states. The eigen-energies are retained
and eigenvectors (when reconstructed for the original basis states) are retained as well.
This rearranging procedure is one of the most complicated procedures that have been
newly developed.

3.7 Zeeman terms

Provided the two Hamiltoinians for singlet and triplet respecitvely, the addition of Zeeman
terms is simple. These terms appear on the diagonal. We have two Zeeman effects, one
for electrons and one for holes.

Considering the hole effect we recall that the Luttinger Hamiltonian is split into two parts
defined by (L5I]) and (IL52]). The first one mixes heavy hole with total angular momentum
projection —i—% and light hole —% and the second one mixes —i—% with —%. For the sake
of brevity we denote the first case as +3/2 and the second one —3/2. The appropriate
added hole Zeeman term in the case of +3/2 Hamiltonian is —i—% gnpp B for the heavy hole
states and —% gnipB. In the case of —3/2 Hamiltonian the signs of Zeeman terms are just
switched. Assuming g, # 0, these two Hamiltonians have clearly different eigen-energies

and eigenstates.

Now let us consider the electron Zeeman effect. The splitting due to electron Zeeman effect
is best described by the Schrodinnger equation (Z264]). Singlet Hamiltonian is unaffected
by electronic splitting due to its antisymmetric spin part of wavefunction. On the other
hand, triplet splits into three levels according to the sum of the spins of the two electrons
involved. These three states can be naturally labelled as —1, 0 and +1. The associated
Zeeman terms are then —g.upB, 0 and +geupB.

Since we have two different settings due to hole Zeeman splitting and four settings (singlet
+ 3 triplets) due to electron Zeeman splitting, we need to construct eight Hamiltonians
with Zeeman terms that are summarized in following table:

Note that hole Zeeman terms must be added before diagonalization because of mixing
between light and heavy holes. On the other hand, electron Zeeman terms only shift all
eigen-energies and such shift might be added after diagonalization.
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Symmetry | EL split | Hole split | Heavy h. Zeeman | Light h. Zeeman | El. Zeeman
Singlet 0 +3/2 +%ghub3 —2gn1B 0
Singlet 0 -3/2 —59ntB +59n1 B 0
Triplet 0 13/2 +ogninB —59ntsB 0
Triplet 0 -3/2 —gghMbB +59n1 B 0
Triplet 1 13/2 +5gniwB —59ntsB —geiB
Triplet -1 -3/2 —%gh,ubB +%gh,ubB —Gelw B
Triplet +1 +3/2 +3 g B —59niuB +get B
Triplet +1 -3/2 —%gh,ubB +%gh,ubB +3et B

Table 3.4: Overview of Zeeman terms added to the diagonal of eight different Hamiltonian
matrices

3.8 Photoluminescence spectra

Evaluated photoluminescence spectra of negative trion under different settings are one of
the important results of this thesis. The photoluminiscence associated with trion is the
result of annihilation of one of the electrons and the hole. There remains one electron after
such annihilation. The transition can thus be illustrated as [V ion) — \61(2)>. The energy
of such transition is thus the energy difference between the energy of the trion that results
from the Hamiltonian diagonalization and the energy of remaining electron. The electron
can be generally on any considered Landau level. The remaining electron is assumed not
to change neither its Landau level nor its spin (we thus rule out recombination of Auger
type).

The spectra are independently computed for ¢ and o~ polarizations (equal when zero
Zeeman effect assumed). The selection rules are employed so that each o and o~
spectrum contains only allowed transitions. Now we use Fermi golden rule to evaluate
the probability of transition:

Pi~>f ~ ‘(‘\Iltrion’Hint’el(2)>’25 (Etrion - E. — E) (368)

We omit the energy of the gap and the quantum well confinement for simplicity.

It can be found in [2] and it also follows from the construction of basis states summarized in
table (II]) that for the light propagating parallel to z-axis, the intensity of light polarized
in the x, y direction is three times higher for the heavy hole - electron transitions than for
the light hole - electron transitions and thus it is proposed to take:

1
Ihh = <u?rhion|Hint|u€> = E (369)

Iy, = <u1l€?ion|Hint|u€> = (370)

Sl

The occupancy of the trion states is driven by Boltzmann distribution. The occupancy of
given state is thus:
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exp < ifji)
Z b

3

fB(E;,T) = (3.71)

where Z is the state sum given by Z = >, exp < k_BEji). Index 7 may generally run over all

trion states, however it is sufficient to include only several lowest states (in our case 100
states). We choose for this thesis 7' = 10 K.

The intensity of the transition is thus simply given by:

I = Z C?fB(Ezd T) iy (3.72)
J

where j runs over the basis states for that at least one of the electrons is allowed to
annihilate with the hole and ¢; are the appropriate coefficients in the eigenvector associated
with F;. In the case that both electrons can annihilate, the probability of transition is
doubled. Note that the excited heavy hole states do not contribute to the spectra in our
approximation, since we do not assume any excited electrons and thus all wavefunctions
of remaining electron are orthogonal to the excited heavy hole wavefunctions due to the
z-dependent part.

We consider that individual transitions appear in the spectrum in the shape of
Cauchy-Lorentz distribution with scale parameter A (half width at half maximum -
HWHM), we set A = 0.03meV . The complete spectrum can finally be evaluated as:

PL(E) = ;Ii% - E,~1)2 A7 (3.73)
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4 Results and Discussion

The results of this thesis are presented in the form of charts and figures. The results can
be generally divided into three groups:

e The evolution of the ground state energy

e The images of the probability density

e Photoluminescence (PL) spectra

In the first section, we focus on energies and wavefunctions of the negative trion without
Zeeman terms. We further proceed by inclusion of Zeeman terms with different g-factors.
For chosen combination of g-factors we also investigate the Zeeman splitting. Finally we
introduce "Fixed hole’ approximation.

4.1 Evolution of energies without Zeeman terms with magnetic field

70 70
60 // 60 /
® o ® L
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w 30 w 30
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0 10 30 50 0 10 30
B[T] B[T]
Figure 4.1: Trion dissociation energy - Figure 4.2: Trion dissociation energy -

Singlet state Triplet state

Charts (1)) and (£2]) show the evolution of dissociation energy of trion in singlet and
triplet state with respect to magnetic field. We would have to provide this energy to the
trion to dissociate it into free particles on the lowest Landau levels. This energy should not
be confused with binding energy that is related to the energy of eciton and thus cannot be
evaluated here. Nevertheless, the concave behaviour is common also for binding energies
[32].

With rising magnetic field, the particles are becoming squeezed together. As a result the
Coulombic interaction becomes larger and thus the dissociation energy rises. We thus
get qualitatively correct result. However, very disappointing is that singlet and triplet
energies are almost equal and no systematic relation between singlet and triplet energy
can be established, which is in contradiction to the literature. Several reasons for such
behaviour might be mentioned.
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The main reason for that triplet should have higher ground energy is that the lowest basis
state (lowest Landau levels and zero wave vectors or other quantum numbers - depending
on the basis choice) is never attainable for triplet, because of its unique symmetry.
However, under our choice we do not punish triplet for not occupying the lowest state,
because with changing the values of the wave vectors we can attain several wave functions
with no direct energy lost. However, the Coulombic interaction itself should be weaker
for triplet since the electrons are further apart. This effect seems to be negligible and is
related to the second explanation.

Under our basis choice, we allow the movement of the hole. Even if one electron is remote
from the hole-electron pair, this pair may polarize purely using the movement of the hole.
This strengthens the charge-dipole interaction and the triplet attains low energetic state
even if the electrons are relatively further apart.

The inconclusive relation between the energy state of singlet and triplet should be verified
in detail. However, the cited theoretical papers may have underestimated the possibility
of hole movement and the experimental works may only reveal the trion with hole fixed
on some impurity as argued by Volkov [16].

015
0.010

0.005

I i
-100 -50 [nm] 50 100 -200 -100 [nm] 100 200

Figure 4.3: B = 1 T, Singlet, probability Figure 4.4: B = 1 T, Triplet, probability
density P(x) density P(x)

The series of figures ([@3)) - (£20) shows the spatial probabilities of electron(s) for both
singlet and triplet states for different magnetic fields. These wavefunctions are associated
with the lowest energy states. The line plots show always the probability of one electron
occurrence with respect to the direction z. Such probability is calculated by:

P(x1) = /‘1’2(%,361,362)61%61362- (4.1)

We formally integrate also over y and z coordinates but this integration results only in
the factor 1 since wavefunctions are normalized. From line plots we can establish that the
highest probability of the electron occurrence is in the position of the hole for the singlet
state. The exception occurs for B = 15 T, however the center peak is present though
overlapped by surrounding peaks. No center peak might be found for triplet, however two
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Figure 4.5: B = 1 T, Singlet, probability Figure 4.6: B = 1 T, Triplet, probability
density P(x1,x2) density P(x1,x2)
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Figure 4.7: B =1 T, Singlet, corr(x1,x2) Figure 4.8: B =1 T, Triplet, corr(x1,x2)

symmetric side peaks are present. For high magnetic field, those peaks are squeezed to
the vicinity of the hole.

The 3D plots depict the spatial distribution of two electrons with respect to coordinates
x1 and 9 associated with electron 1 and 2 respectively. If 1 and x9 have opposite signs,
the electron 1 is situated then on the opposite side of the hole than the electron 2. This
joint probability P(x1,x2) is evaluated by:

P(x1,x9) = /\112(:Bh,x1,x2)dxh. (4.2)

Finally, the contour plot shows the correlation of the positions of the two electrons. The
correlation is simply calculated as:
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Figure 4.9: B = 15 T, Singlet, probability Figure 4.10: B = 15 T, Triplet, probability
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Figure 4.11: B = 15 T, Singlet, probability Figure 4.12: B = 15 T, Triplet, probability

density P(x1,x2) density P(x1,x2)

corr(zy1, ) = P(x1,22) — P(x1)P(22) (4.3)

In the contour plots, the lighter areas express positive correlation, whereas dark areas
negative correlation. The colouring of the plots is normalized independently for each plot,
thus the comparison can be made only qualitatively. The correlation plots confirm that
electrons occupy the opposite sides of the holes, which is not surprising considering that
we deal with charge-dipole interaction. Such behaviour might be found also at the 3D
plots. However, correlation plots reveal the difference between singlet and triplet. In the
case of singlet, both electrons might be in the vicinity of the hole at once, but this is not
possible for the trion. Big correlations are also situated for electrons being on the opposte
sides of the hole, whereas visible anticorrelation areas disallow electrons to be on the same
spot.
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Figure 4.13: B = 15 T, Singlet, corr(x1,x2) Figure 4.14: B = 15 T, Triplet, corr(x1,x2)
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Figure 4.15: B = 30 T, Singlet, probability = Figure 4.16: B = 30 T, Triplet, probability
density P(x) density P(x)

Figures ([A21]) - (A23]) show the photoluminescence spectra of the trion without Zeeman
terms. Such spectra are experimentally unattainable. Note that horizontal axis varies
for different plots. The relative energetic distance of peaks in the spectra can be directly
evaluated, but the energy gap and the confinement must be considered in order to get
absolute energy of the transition. Without Zeeman terms, the o and o~ spectra are
equivalent.

4.2 Energies of trion with Zeeman terms

Since the literature is very inconsistent about the g-factor of hole (g5) and of electron (ge),
we consider several combinations of g. and gp. 3D scatter plots (£24]) - (A28]) show the
evolution of the ground energy of given triplet state with changing g. and gj,. Charts ([@24])
- (£26]) always compare two triplet states with equal contribution of electron Zeeman term
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Figure 4.17: B = 30 T, Singlet, probability Figure 4.18: B = 30 T, Triplet, probability
density P(x1,x2) density P(x1,x2)
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Figure 4.19: B =30 T, Singlet, corr(x1,x2) Figure 4.20: B =30 T, Triplet, corr(x1,x2)

but different hole Zeeman effect. Note that for g, = 0 the energies of two compared states
coincide. The "Triplet -3/2 0’ and "Triplet +3/2 0’ are independent on g, (chart [£25]).

The charts (£27) and ([A28]) compare the triplets of triplet states with equal contribution
of hole Zeeman effect. All three states always coincide for g. = 0. Monotonous behaviour
of all states with both g. and g, is of no surprise.

4.3 Computed spectra with Zeeman terms
The series of figures (£.29) - (£34]) shows the dependence of the trion PL spectra for both

polarizations on the hole gp-factor with g. = 0. The series of figures (£41]) - (£40) shows
the same but with respect to g. (g, = 0). Finally, figures (77?) - (€46 show the PL spectra
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Figure 4.21: PL spectrum; B=1T; g =0, Figure 4.22: PL spectrum; B =15T; g. =0,
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Figure 4.23: PL spectrum; B=30T; g. =0, g, =0

for some non-zero combinations of g, and g.. All visible states for given polarization are
included in the spectra disregarding whether it is singlet or triplet state. We consider
magnetic field B = 15 T in all figures.

Main observation is that the peaks for switched polarization do not shift but mainly change
their magnitudes. The mixing of heavy and light holes due to Luttinger Hamiltonian
approach is the reason for such behaviour. Each of the considered Hamiltonians mixes
either heavy hole state ‘—l—%> with light hole state |—%> or heavy hole state |—%> with light
hole state ‘+%> One energetic state of the trion thus consists of both heavy hole states
and light hole states. It can be found out that the heavy hole states and the light hole
states within these combinations are visible in the opposite polarizations according to the
selection rules. However, once the states are mixed, one energetic state is then visible in
both polarizations.

Usually in given trion state either heavy hole states or light hole states prevail, but peaks
are visible in both polarization. This is supported by the thermal occupancy distribution
function. Even relatively weak state according to the probability of the transition can be
heavily populated if it has sufficiently low energy and thus it is visible in both ¢ and o~
polarizations.
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Figure 4.24: Dependence of ground energy on

Figure 4.25: Dependence of ground energy on
possible choice of g-factors; Triplets £3/2; -1;
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Figure 4.26: Dependence of ground energy on possible choice of g-factors; Triplets +3/2;
+1;B=15T
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Figure 4.28: Dependence of ground energy

on possible choice of g-factors; Triplets +3/2,
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Figure 4.29: PL spectrum o*; B = 15 T; Figure 4.30: PL spectrum oc—; B = 15 T;
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Figure 4.31: PL spectrum o™; B = 15 T;
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Figure 4.32: PL spectrum o7 ; B = 15 T;
Je = 07 9gh = 2

. . .
1 2 3 4 5 6 7

Figure 4.33: PL spectrum o™; B = 15 T;
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Figure 4.34: PL spectrum o7 ; B = 15 T;
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Figure 4.35: PL spectrum o; B = 15 T;
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Figure 4.36: PL spectrum o7; B = 15 T;
ge = —0.5, gn =0
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Figure 4.37: PL spectrum o*; B = 15 T; Figure 4.38: PL spectrum o—; B = 15 T;
ge=1,9n=0 ge =1, 90 =0
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Figure 4.39: PL spectrum ot; B = 15 T; Figure 4.40: PL spectrum o—; B = 15 T;
ge =2,9n =0 ge =2, 9n =0
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Figure 4.41: PL spectrum o; B = 15 T; Figure 4.42: PL spectrum o~ ; B = 15 T;
ge=—05,g9n =1 ge=—05,9n=1
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Figure 4.43: PL spectrum o"; B = 15 T; Figure 4.44: PL spectrum oc—; B = 15 T;
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Figure 4.45: PL spectrum o; B = 15 T; Figure 4.46: PL spectrum o~ ; B = 15 T;
ge =2, 9n =3 ge =2, 9n =3
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4.4 Zeeman splitting
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Figure 4.47: Zeeman splitting of ground energies with respect to magnetic field B; g, = 1,
gn =1

Chart (447) presents computed Zeeman splitting with respect to the magnetic field. We
assume following values of the g-factor: g. = 1 and g, = 1, which implies for the effective
Landé g-factor of negative trion g.y; = 2 as reported by Vanhoucke. This can be well
compared to the experimental result by Vanhoucke (lower inset of Figure (2.13]), however
direct comparison suggests that Vanhoucke measured the photoluminescence of so-called
dark trion. This finding is surprising, but it is considered possible in the case of breaking
of symmetry or fixing holes, both caused by impurities [16].

Figures (£48]) - (£53]) show the evolution of PL spectra with magnetic field with Zeeman
terms included. The change of the polarization is accompanied more by the change of
the magnitude of the peaks rather than their shift. However, it must be stressed that
the change of the mutual magnitudes of two surrounding peaks with such high theoretical
resolution may appear as a shift of one wide peak just because of lower resolution of
experiment .

80



NP [meV]

b ) [mevd

0
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Figure 4.52: PL spectrum o; B = 30 T; Figure 4.53: PL spectrum o—; B = 30 T;
ge=1,9n =1 ge=1,9n=1
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4.5 Energies of singlet and triplet with fixed hole
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Figure 4.55: Difference in energies of the
Figure 4.54: Dependence of the ground  ground singlet state and the ground triplet
energies on magnetic field using the bases state as a function of magnetic field using the

with fixed and moving hole basis with fixed hole
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Figure 4.56: B = 1 T, Singlet, probability Figure 4.57: B = 1 T, Triplet, probability

density P(x), Fixed hole density P(x), Fixed hole

In the beginning of this Results and Discussion chapter, we discussed unsatisfactory results
considering offset between singlet and triplet ground energy. Among other possible reasons,
it might be attributed to the almost free movement of the hole. We thus undertook
following changes. We restrict the wavefunction basis to the states for that k, = 0. The
hole is thus fixed in the middle of the assumed "box’.

We then calculated the ground energies of the lowest triplet and the lowest singlet state for
this new settings. Figure (L54]) shows the evolution of dissociation energy with magnetic
field for both original ('moving hole’) and new (’fixed hole’) settings. For the ’fixed hole’
the lowest state is always singlet.

Contrary to the full basis settings, we can now observe systematic behaviour of the
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Figure 4.58: B = 1 T, Singlet, probability
density P(x1,x2), Fixed hole
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Figure 4.60: B = 1 T, Singlet, corr(x1,x2),
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Figure 4.59: B = 1 T, Triplet, probability
density P(x1,x2), Fixed hole
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Figure 4.61: B = 1 T, Triplet, corr(x1,x2),
Fixed hole

energy gap between singlet and triplet ground states as depicted in Fig. (@353). This
systematic behaviour under ’fixed hole’ settings supports the reasoning that the energy
difference between singlet and triplet is negligible for moving hole basis. The energy gap
between singlet and triplet decreases with rising magnetic field up to B = 30 T. This can
be attributed to the squeezing of the triplet state (actually for both states but having
prominent effect on expanded triplet), which results in diminishing difference between
singlet and triplet. The last value for B = 50T might be only artefact since the reduced

basis is very inappropriate for such high fields.

Series of figures ([A.60]) - ([A.73]) shows the spatial probability of electron occurrence and the
correlations. The squeezing of wavefunctions with rising magnetic field is clearly visible.
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Figure 4.62: B = 15 T, Singlet, probability Figure 4.63: B = 15 T, Triplet, probability
density P(x), Fixed hole density P(x), Fixed hole

Figure 4.64: B = 15 T, Singlet, probability Figure 4.65: B = 15 T, Triplet, probability
density P(x1,x2), Fixed hole density P(x1,x2), Fixed hole

Such squeezing is more pronounced for the triplet and as a result the wavefunctions of
singlet and triplet do not differ much for high magnetic fields. This effect can be best
observed on the correlation plots. Completely different correlations are observed in the
case of B = 1 T where singlet shows typical centered correlation. Correlation plots for
triplet and singlet states become almost indistinguishable for B = 30 T.
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Figure 4.68: B = 30 T, Singlet, probability Figure 4.69: B = 30 T, Triplet, probability
density P(x), Fixed hole density P(x), Fixed hole
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Figure 4.70: B = 30 T, Singlet, probability
density P(x1,x2), Fixed hole
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Figure 4.72: B = 30 T, Singlet, corr(x1,x2),
Fixed hole
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Figure 4.71: B = 30 T, Triplet, probability
density P(x1,x2), Fixed hole
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5 Conclusion

This theoretical thesis provides theoretical and computational analysis of negative trion
quantum system confined in a single quantum well in a presence of perpendicular magnetic
field. Main attention is paid to the Zeeman effect of such multi-particle system.

Properties of GaAs-GaAlAs compounds are discussed focusing on the complex valence
band structure. Effective mass approximation and Kane model are introduced as a
benchmark for the Luttinger Hamiltonian method that is used throughout this thesis.
Envelope function approximation for heterostructures is briefly introduced. Luttinger
Hamiltonian framework is exploited in a detail and the origin of Zeeman terms is discussed.

Well-known problem of the exciton is solved using the centre-of-mass transform and the
description of exciton using Luttinger Hamiltonian and with inclusion of the Zeeman
effect is developed. The three-particle problem of charged exciton - trion - is compared
to the simple excitonic problem. Mainly, the extreme complications of centre-of-mass
transform for trion are discussed. Further development focuses on negative trion that is
multi-fermionic system and thus must obey Pauli principle. Singlet and triplet states are
introduced along with concepts of binding, dissociation and transition energies. Zeeman
terms for singlet and triplet states and for both heavy holes and light holes are discussed in
a very detail. The analysis of the Zeeman effect of mixed light and heavy hole states due to
Luttinger Hamiltonian in negative trion system goes beyond the considerations in current
literature. Comprehensive literature review of related experimental and theoretical works
is provided.

Crucial part for subsequent computations is the choice of the wavefunction basis. Unusual
basis choice that does not a priori respect the radial symmetry of the problem is based on
rarely chosen Landau gauge of magnetic field. The main advantage is inclusion of relatively
simple Hermite polynomials. Omne of the most demanding tasks is the analytical and
subsequent numerical evaluation of terms describing Coulomb interaction. The evaluation
is based on so-called Ewald summation and several tricky analytical integrations.
Time-demanding numerical computations must be finally performed. Numerical analysis
of the basis size sufficiency is performed. Special procedure for decomposing singlet and
triplet states from complete Hamiltonian has been developed. Such separation allows then
for exact treatment of Zeeman effect.

Rising and concave dependence of the dissociation energy of trion on the magnetic field is
in accordance with the literature. It is attributed to the squeezing of the trion particles
due to the magnetic field, which is accompanied by increasing effect of binding Coulomb
interaction. Contrary to the literature, no systematic relation between singlet and triplet
ground energies can be established. This contradiction is attributed to the almost free
movement of the hole that is allowed by the chosen wavefunction basis. This reasoning
is supported by so-called 'fixed hole’ approximation. Basis is reduced to the states, such
that the hole remains in one place. In this case the ground state of the trion is always
singlet state. The difference in energies between singlet and triplet decreases for rising
magnetic field from 1 meV to 0.4 meV for B =1 T and B = 30 T respectively. Spatial
probabilities of occurrence of one or both electrons with respect to the hole positions have
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been depicted in 2D and 3D representations. The electrons of the trion in the singlet state
are squeezed closer to the hole, whereas trion is more expanded and two side peaks are
dominant. Correlation functions images prove qualitative difference between singlet and
triplet states. Both electrons in a singlet state may occupy the same lowest state. As
a result both electrons at once are with big probability in the position of the hole. The
ground state is forbidden for trion states and therefore both electrons never occupy the
hole position. Not surprisingly, electrons are usually placed on the mutually opposite side
of the hole. The correlation evolves with the rising magnetic field. The trion is being
squeezed by the magnetic field and the correlation effects are amplified.

Due to inconclusive results from literature about values of Landé g-factors, several values of
electron and hole g-factors have been considered. The evolution of the ground energies with
hole and electron g-factors is depicted and demonstrates the intuition behind combining
hole and electron Zeeman effects.

Finally, photoluminescence (PL) spectra have been evaluated and depicted for trions
without Zeeman effect, with Zeeman effect and different g-factors and for different
magnetic fields. The main finding concerning change of magnitude of peaks instead of
their shift due to Zeeman effect has never been explicitly discussed in the literature. The
considered Luttinger Hamiltonian mixes heavy hole and light hole trion states and thus
one trion state includes both light and heavy hole. However, heavy hole and light hole
included in one trion state are visible in different light polarizations. As the result the peak
on the same energy can be found in the PL spectra for both polarizations. The Zeeman
effect thus in this case does not cause the shift of the peaks but significantly changes their
magnitude. However, mutual change of the magnitude of two surrounding peaks might
appear as a shift of one wide peak in a case of experiment with lower resolution.

High amount of the parameters that enter the computations disable direct comparison
to the experimental results, since not all the necessary parameters are provided in the
literature. Realization of relevant experiments and direct interrelation to the computations
in this thesis would be highly appreciated.
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6 Appendix A - Coulombic terms

This Appendix includes evaluation of important analytical integrals of Coulomb terms.
The tricky integration over y variables is shown in the main text. Here we focus on

possible simplification of integrals over x and z variables.

Integration over z

We deal with following integral:

Ly

= o o0
/L dzl/L dzg/ dwl/ dzpV(|lze — x1|,y, |22 — 21])
-5 -5 —o© —0

Ut e, (£1) Uy ey (21) Vg it (£2) Vs ey (22) 27 (21) 03 (22)

vl

We now introduce some useful substitution:

r =T — X9

T9 =1 —X

L. L.

2 2 o0
[, [ dn [ aviey s - ahdeode)
-5 -5 —00

/ dz1Png 1 (21)¥ng ey (1) Vg 1y (T1 — T) Vg ko (21 — T)

(6.5)

(6.6)

Integration over xy is analytical. In the case that all four interacting states are in the
lowest level, the integration is based on the integration of the Gaussian and it is relatively

simple:

o0
flz) = / dz1to k(1) ky (21)%0 ks (21 — )20 Ky (21 — 2)
— 0
!
1 %((k1+k'1+k2+kg+§—g)2—4(k§+k'12+kg+k§+2’;2;‘+2’§22"+2;—f))
= e

M2m

In the particular case when ki = ki, ko = ki:

OOd 2 2 1 7(17)‘2161"')‘2]“2)2
x) = T T T —T) = e 272
1@ = [ doni @i, 01— ) = 1=

(6.7)

(6.8)

(6.9)

For higher Landau levels the integration involves integrating Gaussians multiplied by
Hermite polynomials. Such analytical integrations must be performed for all combinations
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of Landau levels of interacting states. It is straightforward to proceed, however
several time-demanding manipulations with the polynomials and lengthy step-by-step
integrations must be undertaken. Integrals involving higher Landau levels for more
particles are considerably lengthy and cannot be written here explicitly, but those have
been pre-computed and stored in order to save computing time of subsequent repetitive
calculations.

Integration over z

Now, we would like to integrate over one of the variables in the z-direction. Recall the
assumption that the heavy hole can be also in the first excited state. We thus want to
perform following two integrations:

L. L.
i rE Ly
Voo = % /_; dzy /_j_; dz; cos? <lez1> cos? <L1222> V(|z2 — 21|) (6.10)
4 [F B 2
2 2
Vor = 5 /LQZ dze/L2Z dz, cos® (lezl> sin? <L—7:z2> V(|z2 — 21]) (6.11)

The first integration corresponds to the interaction between two quantum well ground
states, whereas the second one is the interaction between the ground state and the first
excited state, in which the heavy hole may occur. The following steps can be performed
equivalently for both integrations thus we consider only the first one.

Now we use substitution

z =21 — % (6.12)
21 =20+ 2 (6.13)
4 [F e T T
_ 2 2
Voo = oz /LQZ dzy ., dz cos |:L—Z(22 + z)] cos <L—Zz2> V(|z]) (6.14)
For upper bound of the integration holds z = % — 2. and thus 2z, = % — z. Similarly for
the lower bound z = —% — 2. and thus z, = —% — z. Thus we can write:
4 L, mzn(%,%—z) T T
Voo = —/ sz(|z|)/ dzy cos? |:—(22 + z)} cos? <—22> (6.15)
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In the first term inside the bracket, we now substitute —z9 for zo.

4 [t
Voo = ﬁ/ dzV (|z]) (6.17)
z J0
L. L,
2 2
/—L22+z dzo cos? |:le(22 — z)} cos? <leZ2> + /_L2Z dzo cos? |:le(22 + z)} cos? <L1222>
(6.18)

After substituting z for —z in the first term, we get the final result:

L
g [l 2 7 ™ T
=— /| d dzs cos® | — [ — 1
Voo 2 /0 2V (|z]) /L; 29 COS [Lz (22 + z)} cos <Lz 22> (6.19)

The second cosine function is left unchanged throughout computations, thus we can use
the result also for the second integration.

g [l TE T
Vor = 2/ sz(|z|)/Lz dzy cos? [L_z
2

2
(22 + z)] sin? (—W,22> (6.20)
L,
The integrals over zo can now be easily performed. The following functions are the
z-dependent parts of Coulombic term that are to be integrated along with the Coulomb
potential with respect to z over interval (0, L,).

L
8 [z277 ™ T
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7 Appendix B - List of functions

Development of processes that lead to all the results in this thesis has not been
straightforward. Following lists of functions and files (Mathematica notebooks) include
functions that are sufficient for repeating all the results in the presented thesis. These files
are available on the enclosed CD. However, at least ten times more functions and their
variants and hundred times more testing Mathematica notebooks have been created on
the way.

Parameters

Lz =10 nm - size of the quantum well Ly = 100 nm - size of the box in y-direction
m0 = 511 000 eV - mass of the electron

me = 0.067 * m0 - effective mass of the electron

mhh = 0.112 x m0- effective mass of the heavy hole in-plane
mlh = 0.211 * m0 - effective mass of the light hole in-plane
c=2.998 x 10'7 nm/s - speed of light

eps = 12.9 % 8.853 x 10~ 12 - permitivity

q = 1.60218 x 107! C - elementary charge

h = 6.582 % 10716 eV.s - Planck constant

Bm = 0.05788 mev/T - Bohr magneton

gaml = 6.85, gaml = 2.1, gam3 = 2.9 - Luttinger parameters
Splithl = 16 meV - excited heavy hole states offset

Splitl = 10 meV - light hole states offset

Principle variables

B - magnetic field

lam - associated magnetic length nmax - size of the basis

Landaumax = 0,1,2 - maximal included Landau level

Landau - boolean type, if true - Landau levels energies included

Heavyhole - boolean type, true denotes heavy hole, false denotes light hole

Hlevel = 0,1 - describes either ground or first excited heavy hole states

ghh - hole g-factor ge - electron g-factor shh = £3/2 - total angular momentum projection
for heavy hole slh = £1/2 - total angular momentum projection for light hole

Functions
Intz = INTz[Hlevel, Lz]
- stores two analytical integrals over z-variable

Intx = INTx[Landaul, Landau2, Landaula, Landau2a, c1, cla, ¢2, c2a]

- stores all 81 analytical integrals over z-variable

- inputs Landaul - Landau2a describes the combination of Landau levels of four interacting
particle states

- inputs cl - ¢2a denote wavevectors of interacting particle states

Vnondiag = Coulombnondiag]cl, cla, ¢2, c2a, lam, Lz, Ly, Prec, q, eps, Hlevel, Landaul,
Landau2, Landaula, Landau2a]
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- computes single non-diagonal Coulom term with precision Prec

Vdiag = Coulombdiag[cl, cla, c¢2, c2a, lam, Lz, Ly, Prec, q, eps, Hlevel, Landaul,
Landau2, Landaula, Landau2a]

- computes single non-diagonal Coulom term with precision Prec

Bigmat = BIGMAT|[Landaumax, nmax, Ly, lam, Lz, Prec, q, eps, Hlevel]

- returns list of all Coulombic terms that are involved in the Hamitonian

kmatec, kmatcl = Kmatc[nmax]

- constructs all allowed combinations of wavevectors

Lmat = LMAT[Landaumax]

- constructs all combinations of Landau levels

LVtri = Vblock[Bigmat, kmatc, kmatcl, Landauh, Landauel, Landaue2, Landauha,
Landauela, Landaue2a, Heavyhole, me, mhh, mlh, Landau, Hlevel, Splith1, Split]]

- construct the matrix of all Coulomb term involved for one combination of Landau levels
Mathhtri = MATHEAVY[Bigmat, kmatc, kmatcl, Heavyhole, me, mhh, mlh, Landau,
Lmat, Hlevel, Splith1, Splitl]

- construct the Hamiltonian matrix for either all the heavy hole ground states or all the
first excited states or all the light hole states

LutC, LutCcc, LutB, LutBcc = Lutmat[kmatcl, Lmat, Luttinger]

- construct the off diagonal matrices with Luttinger terms

Completetrihalf = COMPLETETRIHALF|Lmat, kmatcl, Mathhltri, Mathhtri, Matlhtri,
LutC, LutB, LutBec, LutCecl;

- constructs complete Hamiltonian matrix for trion (based on 3 x 3 Hamiltonian)

Etri = ECOMPLETE[Completetrihalf, eigprec]

- Hamitonian matrix diagonalization with precision eigprec

Mathhtri2 = AddLandau[Mathhtri, Heavyhole, Hlevel, me, mhh, mlh, Splithl, Splitl,
Lmat]

- allows separate addition of Landau levels energies

kmatsing, kmatsingl = Kmatsing[nmax|

- constructs all allowed combinations of wavevectors for singlet

kmattripl, kmattripll = Kmattripl[nmax]

- constructs all allowed combinations of wavevectors for triplet

Mathhsing, Describesing = MatSing[kmatsing, kmatsingl, kmattripl, kmattripll, kmatc,
kmatcl, Lmat, Mathhtri]

- performs the rearranging procedure so that final Hamiltonian includes only singlet states
- matrix Describesing includes quantum numbers description of each state

Mathhtripl, Describetripl = MatTripl[kmatsing, kmatsingl, kmattripl, kmattripll, kmatc,
kmatcl, Lmat, Mathhtri]

- performs the rearranging procedure so that final Hamiltonian includes only triplet states
LutCsing, LutCccsing, LutBsing, LutBccsing = Lutmatsing[Describesing, Luttinger]
LutCtripl, LutCecctripl, LutBtripl, LutBcctripl = Lutmattripl[Describetripl, Luttinger]
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- compute Luttinger matrices for singlet and triplet states respectively

Completetrising = COMPLETETRIsing[Describesing, = Mathhlsing, = Mathhsing,
Matlhsing, LutCsing, LutBsing, LutBccesing, LutCccsing]
Completetritrip]l = COMPLETETRItripl[Describetripl, ~Mathhltripl, ~Mathhtripl,

Matlhtripl, LutCtripl, LutBtripl, LutBectripl, LutCcctripl]

- construct complete Hamitonian matrices for singlet and triplet states, respectively
Etriz = Zeeman2[Completetrising, ghh, glh, shh, slh, B, eigprec]

- adds hole Zeeman terms and provides diagonalization of Hamiltonian matrix
EtrizsM32, EtriztM32, EtrizsP32, EtriztP32 =  Eigspin2[Completetrising,
Completetritripl, ghh, glh, ge, B, eigprec]

- adds electron Zeeman terms

kmatc, kmatcl = Kmatc2[nmax]

- constructs all allowed combinations of wavevectors for ’fixed hole’ approximation

A0 = Amatl[delka, Etriz, Describetripl, Eg, lam, me, c, h]

- computes the transition probabilities for low energy states

ProbINT[Landauh, Landauel, Landaue2, kh, k1, k2, X]

- contains the analytical integration over z for plotting the probability densities and
correlation of electrons

Files

functionsl.mnb

functions2.mnb

AS_fun.mnb

intx_fun.mnb

- contain all previously described functions

putmat.mnb

putmat_Oh.mnb

- evaluate the complete Hamiltonian matrix for trion for moving hole and fixed hole cases
and save them

get4d.mnb

- loads previously saved Hamiltonian matrix and separates it to singlet and triplet states
- allows also for investigation of energies and eigenvectors

matice3_wavfun2.mnb

- performs testing of wavefunctions basis size, creates appropriate plots and computes
eccentricity

prob_final.mnb

prob_final_Oh.mnb

- evaluate and plot the probability densities and correlations of electrons for both moving
hole and fixed hole cases

AS5.mnb

- evaluates and plots photoluminescence spectra for different settings
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