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Introduction 
 

 

The invention of semiconducting materials started an industrial revolution. Although, 

this revolution was slow in the beginning, it continuously grew up to nowadays. The 

first semiconductors helped in computation and after the introduction of microchips 

the computer industry started to grow rapidly. The same analogy applies for the 

semiconducting detectors, which are in fact “solid ionization chambers”. The fact 

that semiconductors are solid materials means that they are able to detect much 

higher energies than gas filled detectors due to much higher density.  Besides a 

semiconductor detector produces a signal which is proportional to the amount of 

radiation energy absorbed, allowing energy-proportional radiation counting. These 

capabilities allowed to revolutionize several fields, including space technology, 

medical imaging, energy industry and military.  Nowadays, none of the mentioned 

fields could be imagined without semiconducting detectors.    

 However, semiconducting materials also have some limitations which, 

depending on the field of application, can narrow their usage. The first is the 

operating temperature, where the amount of thermally induced electrical current at 

room temperature influences the radiation-induced current. Due to this limitation, 

this kind of detectors must be constantly cooled in order to work optimally. For 

example, Si detectors (usually) and Ge detectors (always) must be used at 

temperatures well below room temperature. The second biggest limitation is the 

purity of the semiconductor material. During the growth of the crystal several 

impurities can influence the crystal structure of the material, creating signal traps for 

the detection. Besides, native crystal defects such as dislocations and point defects 

also negatively influence the quality of the crystal. Depending on the energy of the 

radiation the semiconducting detector needs to absorb the radiation in order to detect 

it sufficiently. This is connected with the size of detector and again with the quality 

of the crystal structure. 

 One promising semiconductor material for gamma or X-ray detection is 

Cadmium telluride. The main advantage of this semiconductor is that it can be 

operated at room temperature without excessive electronic noise, and due to its high 

atomic number absorbs better gamma radiation, which results in smaller crystal sizes. 
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1. CdTe 
 

 

Cadmium telluride is known to the mankind more than a century. First it was 

prepared by a French chemist called Margottet, who reacted Te with metals in 1879 

[1] . CdTe belongs into group II-VI of semiconductors and crystallizes in a cubic 

zinc-blende structure with a lattice constant of a = 6.48 Å, depicted on Fig. 1.1:  

 

Fig. 1.1: Zinc-blende crystal [2]. 

 

It has a relatively high band gap ~ 1.5 eV at 300 K. Thus near room temperature it is 

not necessary to cool down a CdTe detector due to the low thermal noise. Besides, as 

mentioned before, it has also high atomic number, ZCd= 48, ZTe=52 (compared to 

ZGe=32 or ZSi=14) resulting higher energy absorption, as the absorption ratio is 

proportional to the 4-5 power of the atomic number (a ~ Z4-5). CdTe has a direct 

energy band structure with a minimum of the conduction band and maximum of the 

valence band in the center of Brillouin zone,  point [3], showed on Fig. 1.2 below. 

 

Fig. 1.2: Brillouin zone of zinc blende structure [4]. 
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Undoped CdTe is used as gamma or X-ray detector in the field of medical imaging 

[5] and also in the field of photovoltaics [6]. Besides, CdTe is also applied as electro-

optic modulator, since it has the greatest electro-optic coefficient among the II-VI 

semiconductors [7]. Moreover, Cd1-xZnxTe is used as a substrate material for  

Hg1-xCdxTe infrared detectors. Both materials are tunable in its composition, whereas 

Cd1-xZnxTe can be varied in the lattice constant to fit to the lattice constant of the 

tuned to a Hg1-xCdxTe defined wavelength between 1 – 30 m. 

 

1.1 Band structure and electrical properties of CdTe 

 

 

The valence band structure of CdTe consists from three bands, whereas two of them 

are degenerated at 𝑘⃗ = 0 and the third band is split-off by spin-orbital coupling. The 

first with lower curvature is the heavy-hole band and the second with larger 

curvature is the light-hole band. The third is the spin-orbit split-off band, shifted by 

the spin-orbit splitting energy 0. With the Kane model [8] the interaction of the 

valance band with the conduction band via 𝑘⃗ ∙ 𝑝  interaction and 𝑘⃗  – independent 

spin-orbit interaction is considered. This model takes in consideration the atomic 

wave function and the spin of the electron. The band structure can be described by 

three parameters: bandgap width 𝐸𝐺 , momentum matrix element P and the spin-orbit 

splitting energy 0. The parameter P can be expressed also as an energy 𝐸𝑃 =

2𝑚0𝑃
2 ℏ2⁄ , which is 8.94 × 10−8𝑒𝑉𝑐𝑚. The value of 0 can be estimated from 

electroreflectance [9] measurements as 0.91𝑒𝑉. In the vicinity of 𝑘⃗ = 0 we have the 

following parabolic bands: 

 

 
𝐸𝑛(𝑘) = 𝐸0 +

𝐸0𝐸𝑝

3
(

2

𝐸𝐺
+

1

Δ0 + 𝐸𝐺
) =

ℏ𝑘2

2𝑚𝑛
 (1.1) 

 
𝐸𝑙ℎ(𝑘) = 𝐸0 − 𝐸𝐺 +

2𝐸0𝐸𝑝

3
= −𝐸𝐺 −

ℏ𝑘2

2𝑚𝑙ℎ
 (1.2) 

 
𝐸ℎℎ(𝑘) = −𝐸𝐺 −

ℏ𝑘2

2𝑚ℎℎ
 (1.3) 
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𝐸𝑠𝑜(𝑘) = 𝐸0 − 𝐸𝐺 − Δ0 −

2𝐸0𝐸𝑝

3(𝐸𝐺 + Δ0)
= −𝐸𝐺 − Δ0 −

ℏ𝑘2

2𝑚𝑠𝑜
 (1.4) 

 

The electrical properties are highly influenced by the impurities, native defects and 

the interactions between them. The intrinsic carrier concentration of the 

semiconductor is determined by the band gap EG and the density of states effective 

masses 𝑚𝑛
∗ 𝑚0⁄   and 𝑚𝑝

∗ 𝑚0⁄   for electrons and holes, respectively. The band gap we 

can define, based on Chadi [10] as: 

 

 𝐸𝐺(𝑒𝑉) = 1.622 − 3.5 × 10−4 𝑇  
(1.5) 

 

𝑚𝑛
∗ 𝑚0⁄ = 0.1, and 𝑚𝑝

∗ 𝑚0⁄ = 0.8. The electron effective mass approximates the 

value obtained by Mears and Stradling [11] and the hole effective mass is the heavy-

hole mass value that Kranzer [12] found to give the best agreement between 

experimental data and theoretical mobility. The mobility of holes in CdTe was 

investigated by Yamada [13], who fitted his experimental data for as-grown, 

nominally undoped p-type samples with room temperature concentration of about  

5 ×1014 cm-3, the mobility is about 80 cm2V-1s-1 at 300K. Besides, for n-type samples 

the electron mobility, reported by Triboulet and Marfaing [14], is approximately  

950 cm2V-1s-1 for the purest samples. 

 

1.2 Crystal growth 

 

 

This chapter will introduce the basic thermodynamic theory of solidification process 

and some known techniques of the crystal growth based on [15]. 

 As a first step in a crystal growth process, the starting material is inserted into an 

ampoule and heated up slightly above the melting temperature, where it is held for 

homogenization of the melt. Thereafter, the melt is slowly cooled down to room 

temperature. This transformation process of the melt to solid can be described as a 

process in a thermodynamic system where the thermodynamic potentials change. The 
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process where the volume change is minor and the pressure remains constant, can be 

described in terms of Helmholtz free energy F as follows: 

 

 𝑑𝐹 = 𝑑𝑈 − 𝑇𝑑𝑆 − 𝑆𝑑𝑇 . 
(1.6) 

 

Where U is the internal energy, S is the entropy and T is the temperature. The 

stability of a thermodynamic system is also described by a minimum of the Gibbs 

free energy G: 

 

 𝑑𝐺 = 𝑑𝐻 − 𝑇𝑑𝑆 − 𝑆𝑑𝑇 = 𝑑𝑈 − 𝑇𝑑𝑆 − 𝑆𝑑𝑇 + 𝑉𝑑𝑝 + 𝑝𝑑𝑉 
(1.7) 

 

where H is the enthalpy, V is the volume and p is the pressure of the system. For 

isobaric and isothermal processes, the Gibbs energy is calculated (1.7) and for 

systems under constant temperature and volume the Helmholtz free energy is 

calculated. Thus, to describe the stability of a thermo-dynamic system the minimum 

of the Gibbs free energy can be used.  

 

Fig. 1.3: Isobaric phase T-x diagram of the binary compound.  
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Fig. 1.4: The composition and temperature dependences of the solid and liquid phase 

composition during equilibration solidification [16]. 

Minimum of free energy in dependence of temperature and composition is depicted 

on Fig. 1.3 as an isobaric phase T-x diagram. Fig. 1.4 shows a simplified T-x phase 

diagram if a binary compound formed from components A and B (detailed Fig. 1.3). 

Ideally, during this transformation the temperature change is infinitely slow. For 

temperatures below the solidus line the binary system consists of solid, for 

temperature above the liquidus line the binary system consists of liquid solution and 

between the solidus line and the liquidus line the binary system consists of mixture 

of liquid solution and solid. 

 Fig 1.4 depicts an ideal transformation of a binary system from liquid state to 

solid state by a slow temperature decrease. Ti and states 1 - 6 represent different 

temperatures and its corresponding states in the phase diagram. The equilibrium state 

at temperature T1 is at point 1 in the phase diagram. The whole system consists of 

liquid solution at this point. Upon the temperature reaches temperature T2 the state of 

the system will lay on the liquidus curve and the first solid phase particles appear. 

The composition of solid phase particles 𝑥2
𝑆 is given by the point S2 on the solidus 

line, the composition of the liquid solution is defined by L2. The following two states, 

at temperatures T3 and T4, at points 3 and 4, after gradually decreasing the 

temperature represent phase states inside the liquidus and solidus lines. The 

composition of both solid (Si) and liquid (Li) phases are gradually changing. The 
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ratio of the solid phase and the liquid phase in the saturated solution is given by the 

lever rule: 

 𝑛𝑙(𝑥 − 𝑥𝑙) = 𝑛𝑠(𝑥𝑠 − 𝑥) 
(1.8) 

 

where the system composition is x, xl and xs are molar atomic fractions of liquid and 

solid, nl and ns are material amounts in the liquid and solid phase. For the 

solidification process it is also necessary to suppose that after state S2 the 

temperature decrease is slow enough to equilibration of the composition differences 

in solidified particles by diffusion. Besides, at temperature T5 the liquid droplets 

solidify in the whole system. In the final state, at temperature T6, there is only one 

solid phase present in the whole material with composition x and the same 

composition is present in the whole crystal ingot. 

 

1.3 CdTe crystal growth methods 
 

 

The mostly used growing methods for CdTe crystals are derived from Bridgman 

method (BM) [17] and from travelling heater method (THM) technique.  

 

1) Bridgman method 

 

This growth method is one of the oldest technique (1924) for crystal growth and 

applies a crystal growth from melt, see also Fig. 1.5. In Bridgman method the 

crucible contains the molten material and it is moved along the axis of the 

temperature gradient in the furnace. The principle of this method is that the 

solidification occurs by a translational movement of the melt from a hot zone to a 

cold zone. As a first step the polycrystalline material in the crucible has to be melted 

completely in the hot zone and be brought into contact with a seed at the bottom of 

the crucible.  The seed is a single crystal with a defined crystallographic orientation 

defining the single-crystal growth. The crucible is moved slowly into the cooler 

section of the furnace. The temperature at the bottom of the crucible is below the 

solidification temperature and the crystal growth is initiated by the seed at the melt-

seed interface. After the whole crucible is moved through the cold zone the whole 
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melt converts to a solid single-crystalline ingot. Besides, the Bridgman method can 

be implemented in vertical or in horizontal configuration. 

 

 

Fig. 1.5: The original diagrammatic view of Bridgman’s crystal growth apparatus 

from his granted patent US1793672A. 

 

2) Vertical gradient freeze method 

 

This growth method is analogous to the Bridgman method. However, this 

method does not implement any movement of the crucible in the axis of the 

temperature gradient. In this case the temperature is regulated by the furnace coil 

along the ampoule, see Fig. 1.6. Thus, the hot zone and cold zone in the crucible is 

controlled by the applied current in the coils. 
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 Vertical Bridgman method Vertical Gradient Freeze method 

 

Fig. 1.6: A schematic view of vertical Bridgman method and vertical gradient freeze 

method from [18]. For the Bridgman method either the furnace or the crucible is 

moved in the temperature gradient. In the case of vertical gradient freeze method, the 

temperature gradient is controlled and shifted along the ampoule. 

 

3) Travelling heater method 

 

This method is analogous to the zone refining technique, which was developed 

to purification of metal elements from impurities. The travelling heater method 

(THM) is used for crystal purification and also for crystal growth. It is applied on a 

polycrystalline material placed into an evacuated chamber. A movable heating coil is 

used to produce a melting zone locally and moved from the top to the end of the 

polycrystal. The floating zone pushes the impurities from the melting zone and 

generally a monocrystalline material is solidified behind the floating zone. The speed 

of the floating zone is very slow ~ 5mm/day. 

The number of degrees of freedom  is given by the Gibbs phase rule,  = 𝑐 −

 𝜑 + 2, where c is the number of components and  is the number of phases. Since 

CdTe is a binary compound and during crystallization two phases are present, the 

number of degrees of freedom is 2. The number of degrees of freedom is the number 

of independent intensive variables that is the largest number of thermodynamic 

parameters such as temperature or pressure that can be varied simultaneously and 

arbitrarily without determining one another. Thus, in order to define an equilibrium 
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state for CdTe the composition x, the temperature T and the partial pressure P must 

be considered.  

 

Fig. 1.7: Equilibrium T-x diagram of CdTe [19]. 

 

In Fig. 1.7 the equilibrium T-x diagram is showed. In region 1 the binary system is 

liquid in any composition, region 2 relates to a mixture region of melt and solid, the 

middle region 3 is a solid state in equilibrium and region 4 refers to two solid phases 

with different compositions. The center solidus line, corresponding to region 3, 

stands for the stability region of the CdTe compound. The P-T diagram is shown in 

Fig. 1.8: 
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Fig. 1.8: P-T diagram of CdTe. The solid 𝑷𝑻𝒆𝟐
 and 𝑷𝑪𝒅 lines denote the partial 

pressure along the three-phase loop of solid CdTe. The dashed lines 𝑷𝑻𝒆𝟐

𝑺  and 𝑷𝑪𝒅
𝑺  

show the pressure over stoichiometric solid CdTe. The dash-dotted lines 𝑷𝑪𝒅
𝑮  and 

𝑷𝑻𝒆𝟐

𝑮  plot respective pressure over subliming CdTe [20]. CMP denotes the congruent 

melting point. 

 

From Fig. 1.9 it can be deduced that the tellurium atom fraction is not symmetrical 

along the three-phase curve. The native point defects in the material cause 

derivations. At the Cd rich side, the experiment shows maximum deviation from 

stoichiometry near 850°C. The donor-type Te antisite TeCd can significantly 

influence the stability region in Te-rich conditions. 

CMP 
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Fig. 1.9: The fit of the tellurium atom fraction in CdTe along the three-phase curve 

[21] together with the experimental data [22] (red circle) and [23] (open square). 

 

During the crystallization process the temperature of the melt, crystallization 

interface and pressure of the system needs to be controlled. The pressure of the 

whole system is determined by the coldest place of the system, which can be 

determined from the equilibrium thermodynamic process and Pascal’s law. By 

controlling the partial pressure formed above cadmium/tellurium source in the 

coldest place of the evacuated system we are able to control the pressure. This 

pressure can be determined by the Dalton’s law in the system, which reads as 

follows: 

 

 𝑃𝑡𝑜𝑡 = 𝑃𝐶𝑑 + 𝑃𝑇𝑒2
 . 

(1.9) 

 

The partial pressure 𝑃𝑇𝑒2
 pressure (atm)-temperature diagram can be written as in 

[22]: 

 

 𝑃𝑇𝑒2
= 𝑒𝑥𝑝(45.23 − 69080/𝑇)𝑃𝐶𝑑

2  . (1.10) 
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This form also defines the congruent sublimation line via 𝑃𝐶𝑑 = 2𝑃𝑇𝑒2
. The CdTe 

Gibbs formation energy reads [24]: 

 

 𝐺𝑓(𝐶𝑑𝑇𝑒) = −2.975 + 1.36 × 10−3𝑇 (𝑒𝑉). 
(1.11) 

 

The crystallization process requires high-purity materials and for Bridgman method 

the solidification requires a stoichiometric composition. Upon solidification the state 

of the system goes to the congruent melting point 1092°C (in the T-x diagram at 

maximum of the liquidus line in Fig. 1.7 and in the P-T diagram point CMP in Fig. 

1.8), where both the solid and liquid state have the same composition. In ideal case 

the system should follow the solidus line in the T-x diagram and the stoichiometric 

line PCd in the P-T diagram, by controlling the temperature and the pressure. The 

CMP point is closer to a tellurium enriched state and it is not on the stoichiometric 

line PCd, as it can be seen in Fig. 1.8. Therefore, upon the crystallization process it is 

necessary to shift the state towards the stoichiometric line. By keeping that condition 

up to room temperature, a crystal with stoichiometric composition can be solidified. 

Nevertheless, under realistic conditions the crystal growth process can be influenced 

by several factors and the final product can comprise several types of defects. 

 

1.4 Native point defects in CdTe 
 

 

Native point defects can greatly influence the electrical properties of the 

semiconductors. Besides, it is complicated to determine the properties, density and 

mutual interactions of the defects. In a binary compound AB, cation and anion 

vacancies VA, VB, interstitials Ai, Bi and antisite defects BA, AB can occur, see also Fig. 

1.10. Moreover, complex defects like vacancy-antisite complex BAVA or double 

vacancies can also occur. At room temperature the electrical properties of the 

semiconductor are influenced by the native defects reactions, which proceed upon 

cooling or at any temperature change.  
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Fig. 1.10: Various crystal defects in a crystal lattice. A, B are crystal atoms, V – 

vacancy, I –interstitial, C –impurity [25]. 

 

For the calculation of defect densities, it is convenient to start with neutral point 

defects whose density is independent on the Fermi energy EF [26].. Thus, the 

evaluation of the defects is based on the Gibbs energy G = H – TS. The neutral 

defect densities are set by PCd by the following reactions and respective formulas 

 

 𝐶𝑑𝐼
0 ↔ 𝐶𝑑𝑔 , (1.12) 

 

 
[𝐶𝑑𝐼

0] = 𝑛0

𝑃𝐶𝑑

κ
𝑒𝑥𝑝 [

𝑆(𝐶𝑑𝐼)
𝑣𝑖𝑏

𝑘𝑏
]  × 𝑒𝑥𝑝 [−

𝐸(𝐶𝑑𝐼)+𝑈(𝐶𝑑𝐼)
𝑣𝑖𝑏

𝑘𝑏𝑇
], (1.13) 

 

 𝑉𝐶𝑑
0 ↔ 𝐶𝑑𝐶𝑑 − 𝐶𝑑𝑔 ,  (1.14) 

 

 
[𝑉𝐶𝑑

0 ] = 𝑛0

κ

𝑃𝐶𝑑
𝑒𝑥𝑝 [

𝑆(𝑉𝐶𝑑)
𝑣𝑖𝑏

𝑘𝑏
]  × 𝑒𝑥𝑝 [−

𝐸(𝑉𝐶𝑑) + 𝑈(𝑉𝐶𝑑)
𝑣𝑖𝑏

𝑘𝑏𝑇
], (1.15) 

 

 𝑇𝑒𝐶𝑑
0 ↔ 2𝐶𝑑𝐶𝑑 + 𝑇𝑒𝑇𝑒 −  2𝐶𝑑𝑔 , (1.16) 

 

 

 
[𝑇𝑒𝐶𝑑

0 ] = 𝑛0

 κ2 

𝑃𝐶𝑑
2 𝑒𝑥𝑝 [

𝑆(𝑇𝑒𝐶𝑑)𝑣𝑖𝑏

𝑘𝑏
] × 𝑒𝑥𝑝 [−

𝐸(𝑇𝑒𝐶𝑑) + 𝑈(𝑇𝑒𝐶𝑑)𝑣𝑖𝑏

𝑘𝑏𝑇
], (1.17) 
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The formation energy E is related to the corresponding defect reaction, energy Uvib 

and entropy Svib determine contributions to the vibrational free energy.  is defined as 

 

 
𝜅 = (𝑘𝑏𝑇)5/2 (

𝑚𝐶𝑑

2𝜋ℏ2
)
3/2

 (1.18) 

 

and connects Cd chemical potential µCd to PCd as 

 

 
𝜇𝐶𝑑 = 𝑘𝑏𝑇𝑙𝑛

𝑃𝐶𝑑

𝜅
, (1.19) 

 

n0 = 1.48×1022 cm-3 is the Cd or Te atom density, kb is the Boltzmann constant and 

mCd is the mass of the Cd atom. For the multiply ionized defects the densities for 

acceptors and donors are calculated as follows: 

 

 
[𝑋𝑧−] = [𝑋0]

𝑔𝑋𝑧−

𝑔𝑋𝑧
𝑒𝑥𝑝 (

𝑧𝐸𝐹 − 𝐸𝑎
1 − …− 𝐸𝑎

𝑍

𝑘𝑏𝑇
), (1.20) 

 

 
[𝑋𝑧+] = [𝑋0]

𝑔𝑋𝑧+

𝑔𝑋0
𝑒𝑥𝑝 (

𝐸𝑑
1 + …+ 𝐸𝑑

𝑍  − 𝑧𝐸𝐹

𝑘𝑏𝑇
), (1.21) 

 

where Ea and Ed refer to the acceptor and donor one-electron ionization energies, 

𝑔𝑋𝑧− and 𝑔𝑋𝑧+ are the defect degeneracies, z refers to the ionization degree.  

 If we will consider a vacancy of atom A in a II-VI compound AB, we can study 

two acceptor ionization energy levels in the bandgap. We can label these energies as 

the first and second ionization levels, 𝐸𝐴1
 and 𝐸𝐴2

, respectively (𝐸𝐴1
< 𝐸𝐴2

). An 

equilibrium state with an external phase containing A in the vapor (Ag) is written as: 

 

 𝐴𝐵 ⟺ 𝑉𝐴𝐵 + 𝐴𝑔 . 
(1.22) 

 

From the Mass action law, we can get: 

 

 [𝑉𝐴
0] = 𝐾𝑉𝐴

0/𝑃𝐴 , (1.23) 
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where the concentration of the neutral vacancies is proportional to the ratio of the 

reaction constant 𝐾𝑉𝐴
0 and the pressure 𝑃𝐴 of A in the vapor phase. The reaction 

constant can be defined based on the formation energy parameters, enthalpy 𝐻𝑉𝐴
0 and 

entropy 𝑆𝑉𝐴
0  : 

 

 
𝐾𝑉𝐴

0 = (𝑘𝑏𝑇)5/2(2𝜋𝑚𝐴)
3/2ℏ−3𝑒𝑥𝑝 (

𝐻𝑉𝐴
0

𝑘𝑏𝑇
)𝑒𝑥𝑝 (

𝑆𝑉𝐴
0

𝑇
), (1.24) 

 

where mA is the mass of A, ℏ is the Planck’s constant and kb in the Boltzmann’s 

constant. The last expression holds when concentrations are expressed in site 

fractions and pressure in atmospheres. The formation enthalpy H is often interpreted 

also as the formation energy itself. From the above relations we can formulate the 

ionization relations of singly [𝑉𝐴
−] and doubly ionized vacancies [𝑉𝐴

2−] : 

 

 
[𝑉𝐴

−] = (𝑔𝑉𝐴
−/𝑔𝑉𝐴

0) 𝑒𝑥𝑝 (
𝐸𝐹 − 𝐸𝐴1

𝑘𝑇
) [𝑉𝐴

0], (1.25) 

 

 
[𝑉𝐴

2−] = (𝑔𝑉𝐴
2−/𝑔𝑉𝐴

−) 𝑒𝑥𝑝 (
𝐸𝐹 − 𝐸𝐴2

𝑘𝑇
) [𝑉𝐴

−], (1.26) 

 

where the g are the degeneracy factors corresponding to the ionization states. The 

Fermi level energy is 𝐸𝐹 and its position depends on the electrical equilibrium in the 

solid, formulated by the electrical neutrality condition 

 

 𝑛 + [𝑉𝐴
−] + 2[𝑉𝐴

2−] + 𝑁𝐴
− = 𝑝 + 𝑁𝐷

+, (1.27) 

 

where n and p refer to the free electron and hole concentrations, 𝑁𝐴
− and 𝑁𝐷

+ are 

concentrations of any foreign ionized donor and acceptor impurities, respectively. 

 One of the first who extensively studied the characteristics of point defects was 

de Nobel [27]. In his model he was considering Cd interstitials as CdI as dominant 

native donor and Cd vacancies VCd as dominant native acceptors. The model 

parameters K1, K2, K3, K4, Kr and KF, in the set of equations describing the defect 

equilibrium, are in Arrhenius-like form. 
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 𝑛𝑝 = 𝐾𝑖 , 

[𝐶𝑑𝐼
0] =  𝐾𝑟𝑃𝐶𝑑/𝐾1, 

[𝐶𝑑𝐼
+] =  𝐾𝑟𝑃𝐶𝑑/𝑛 ,  

[𝐶𝑑𝐼
2+] =  𝐾2𝐾𝑟𝑃𝐶𝑑/𝑛

2 ,  

[𝑉𝐶𝑑
0 ] =  𝐾3𝐾𝐹/𝐾𝑟𝑃𝐶𝑑  , 

[𝑉𝐶𝑑
− ] =  𝑛𝐾𝐹/𝐾𝑟𝑃𝐶𝑑  , 

[𝑉𝐶𝑑
2−] =  𝑛2𝐾𝐹/𝐾4𝐾𝑟𝑃𝐶𝑑  , 

𝑛 + [𝑉𝐶𝑑
− ] + 2[𝑉𝐶𝑑

2−] = 𝑝 + [𝐶𝑑𝐼
+] + 2[𝐶𝑑𝐼

2+] , 

(1.28) 

 

K1, K2, K3, and K4 can be connected to the defect ionization energies through Eqs. 

(1.20) and (1.21). Kr and KF are linked to the energy of the formation of the ionized 

defects 𝐸′ through equations (1.25) and (1.26). 

 While the ionization energies of the defects Ea and Ed can be obtained from 

different electrical and optical measurements, the energies of the defect formation 

connected to parameters Kr and KF are much harder to be measured. Nonetheless, de 

Nobel found out from Hall-effect measurements on quenched samples, treated at 

different temperatures at high PCd, that the free electron concentration n is 

proportional to 𝑃𝐶𝑑
1/2

. He concluded that for high PCd the free electron concentration 

should be prevailed by ionized Cd interstitials. For this case, the neutrality equation 

in system (1.28) can be simplified as follows 

 

 𝑛 = [𝐶𝑑𝐼
+]. 

(1.29) 

 

This equation can be substituted in the third equation of (1.28) and we can get 

 

 𝑛 = (𝐾𝑟𝑃𝐶𝑑)
1/2. (1.30) 

 

Improved defect model [28] considering divalent character of Cd interstitials led to 

the lower power of n proportional to 𝑃𝐶𝑑
1/3

, which was consecutively confirmed 

experimentally. That is, by measurement of the free carrier concentration of samples 

treated in high PCd at different temperatures the parameter Kr(T) can be determined 
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and thus the formation energy E(CdI) through equation (1.21). The defect parameter 

KF can be also determined analogously from samples annealed in low PCd by 

considering that in this case it is known that the hole concentration p is proportional 

to 𝑃𝐶𝑑
−1/2

. 

 Calculated formation energies of particular neutral native point defects in CdTe 

are listed in Tab. 1.1 [29]. There are two interstitial sites in zinc blende structure. The 

first site is surrounded by anions (a) and the second one is surrounded by cations (c). 

For neutral CdI the lowest possible formation energy is Δ𝐻(𝐶𝑑𝑖
0) = 2.04𝑒𝑉. 

Cadmium antisite defects CdTe were not observed by any experiment and are only 

predicted by numerical calculations [29]. 

 

 

 

Tab. 1.1: Formation energies of native point defects in CdTe at neutral charged state 

[29]. 

 

The energy levels of the most frequent native point defects are depicted in Fig. 1.11. 

The values in Fig. 1.11 correspond to electrically active ionized native defects, which 

have been identified with different experimental methods [2]. Dominant donor-like 

native defects in Cd-rich crystals are singly ionized Cdi
+, doubly ionized Cdi

2+and 

doubly ionized TeCd
2+. The main acceptor-like native defects are monovalent and 

divalent VCd
-, and VCd

2-, respectively. The energy level of VCd
- is allocated relatively 

precisely, compared to VCd
2-, which can vary from 0.2 to 0.45 eV depending on the 

used measurement technique [2]. 
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Fig. 1.11: The schematic view of energy levels of the most common defects (native, 

impurities and dopants) in CdTe. Red lines indicate donor levels, blue lines indicate 

acceptor levels. 

 

1.5 Extrinsic point defects 
 

 

Extrinsic defects can be divided into two groups. The first group comprises 

impurities uncontrollable present in the crystal and the second group comprises the 

intentionally introduced dopants specially to modify the physical and chemical 

properties of the material (see Fig. 1.11). The goal is to prepare materials with 

impurity concentration as low as possible, ideally with lower concentration than the 

concentration of the native point defects, which is about 1015cm-3 at room 

temperature. This state can be successfully reached by the combination of 

purification methods such as repeated vacuum distillation and zone refining. With 

the mentioned methods the content of impurities can be achieved with concentrations 

about 1015-1016cm-3. The most frequent impurities are Cu, Li, Na, Ag, K and O. The 

formation energies of the neutral and ionized impurity related point defects are listed 

in [30] and their energy levels are plotted in Fig. 1.11. The most important dopants 

for CdTe are indium and chlorine. Both dopant behave as donors and together with a 

cadmium vacancy create also an acceptor-like complex defect called A-center. 
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Indium atoms are embedded in the cadmium sublattice an form a shallow donor with 

Ei
In = 14.15meV. Interaction of a divalent cadmium vacancy VCd

2- with InCd
+ on the 

closest available site form an additional monovalent acceptor-like A-center  

(VCd - InCd)
-. The binding energy of the indium A-center is 140meV. The chlorine 

doping atoms are incorporated in the tellurium sublattice and form a donor-like 

defects with ionization energy Ei
Cl = 14.48meV. The chlorine A-center consisting of 

VCd
2- with ClTe

+ exhibits the binding energy of about 120meV (see Fig. 1.11).  

 

1.6 Diffusion processes 
 

 

The diffusion process is present during the crystal growth and also during post-

growth annealing. In CdTe the point defects and the impurities are also driven by this 

process and influence the final detector qualities of the crystal. In this chapter we will 

focus on the diffusion process in general and with some exact solutions with defined 

initial and boundary conditions based on Philibert [31].  

 If we restrict ourselves to a one-dimensional system where there is a 

concentration gradient  
𝜕𝑐

𝜕𝑥
 of atoms, ions, point defects etc. a flux of particles is 

established in a down direction of the concentration gradient, we can express the flux 

proportional to the concentration gradient as Fick’s equation  

 

 
𝐽 = −𝐷

𝜕𝑐

𝜕𝑥
 (1.31) 

 

where D is the diffusion coefficient. The flow of particles in a given direction can be 

due to two causes: one is the concentration gradient and the second one is some 

external force. Under this force the particles move with some average velocity 〈𝑣〉𝑐 

 

 
𝐽 = −𝐷

𝜕𝑐

𝜕𝑥
+ 〈𝑣〉𝑐. (1.32) 

 

In this case the first term on the right side is called the Fickian or diffusional flux and 

the second term is the drift. 



21 

 

 In a case where the concentration is time dependent, one must combine Fick’s 

equation with an equation of material balance. For species which obey the 

conservation law, this is the equation of continuity 

 

 𝜕𝐽

𝜕𝑥
= −

𝜕𝑐

𝜕𝑡
  . (1.33) 

 

The previous equation can be derived by considering a cylindrical parallel to the 

diffusion direction, of unit cross sectional area, with a section bounded by the planes 

P and P’, having coordinates x, x + dx, respectively. This configuration is also 

depicted in Fig. 1.12 below. 

 

Fig. 1.12: One dimensional time dependent diffusion. 

 

The quantity of material which is in the cylinder between P and P’ must be equal to 

the change of the number of particles in a unit of volume as 

 

 𝑑𝑐

𝑑𝑡
= −

𝐽(𝑥 + Δ𝑥, 𝑡) − 𝐽(𝑥, 𝑡)

Δ𝑥
 (1.34) 

 

and in limit of an infinitesimally small stretch Δ𝑥 

 

 𝜕𝑐

𝜕𝑡
= −

𝜕𝐽

𝜕𝑥
 . (1.35) 
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By combining equations (1.32) and (1.35) we can arrive on the general diffusion 

equation 

 

 𝜕𝑐

𝜕𝑡
=

𝜕

𝜕𝑥
(𝐷

𝜕

𝜕𝑥
) −

𝜕

𝜕𝑥
(〈𝑣〉𝑐) (1.36) 

 

which is a second-order partial differential equation. It cannot be solved analytically 

if D and 〈𝑣〉 depend on concentration, thus on x and t. The diffusion equation 

becomes simpler if D and 〈𝑣〉 are independent of concentration, which is applied for 

the case where the systems remain chemically homogeneous (e.g. self-diffusion). 

Then the equation (1.32) can be rewritten 

 

 𝜕𝑐

𝜕𝑡
= 𝐷

𝜕2𝑐

𝜕𝑥2
− 〈𝑣〉

𝜕

𝜕𝑥
 . (1.37) 

 

In the case where the drift term is not present, equation (1.37) reduces to 

 

 𝜕𝑐

𝜕𝑡
= 𝐷

𝜕2𝑐

𝜕𝑥2
 , (1.38) 

 

which is often inappropriately called Fick’s second law. There are different 

analytical solutions for (1.37) and (1.38) corresponding to different initial and 

boundary conditions. 

 

1.7 Solutions for the diffusion equation  

 

 

In this section we will describe some simple cases in order to show the kinetics of 

diffusion by solving equation (1.38) with different analytical solutions. 
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1.7.1 Thin layer or instantaneous source 
 

 

In this case the diffusing species is deposited as a “thin” layer on the surface of the 

sample or a sandwich like structure is considered, where the thin layer is between 

two identical samples. The initial condition is 

 

 𝑡 = 0, 𝑐(𝑥, 0) = 𝑄𝛿(𝑥) 
(1.39) 

 

Where 𝛿 indicates the Dirac delta function, defined as 𝛿(𝑥) = 0, 𝑥 ≠ 0 and 

 

 
∀ 𝑡,∫ 𝑐

∞

0

𝑑𝑥 = 𝑄 or ∫ 𝑐
∞

−∞

𝑑𝑥 = 𝑄 
 

(1.40)  

 

where Q is the quantity of the deposited atoms per unit area and the integrals refer to 

a semi-infinite and infinite (sandwich-like) configuration, see also Fig. 1.13. The 

analytical solution for the sandwich geometry is 

 

 
𝑐(𝑥, 𝑡) =

𝑄

2√𝜋𝐷𝑡
𝑒𝑥𝑝 (−

𝑥2

4𝐷𝑡
). (1.41) 

 

 

 

Fig. 1.13: A schematic view of the semi-infinite and infinite configuration. 

 

For the surface deposition (semi-infinitive configuration), the factor 1/2 is removed 

from the pre-exponential. That is an equation of a Gaussian, which decays as the 
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square root of time and broadens as a function of 𝑥/2√𝐷𝑡. The Gaussian can be also 

written as 𝑒𝑥𝑝 (−
𝑥2

2𝑤2), where w is a width defined as 𝑤 = √2𝐷𝑡. The quantity √2𝐷𝑡 

is a measure of the penetration depth, see also Fig. 1.14. 

 

 

 

Fig. 1.14: Time dependence of concentration profiles for thin layer diffusion. The 

numbers on the curves relate to the values of Dt [31]. 

 

For real measurements, the logarithm of the concentration against 𝑥2 is plotted and D 

is calculated from the slope of the straight line. The validity of the experiment is 

indicated by the correlation of the measured points with the analytical solution. The 

fact that diffusion leads to a Gaussian distribution of the diffusing atoms means that 

the atoms move randomly under an effect of moving force. 

 

1.7.2 Constant surface concentration 

 

 

Initial conditions: t = 0, 𝑥 > 0, 𝑐(𝑥, 0) = 𝑐0 . Boundary conditions: all  𝑡 > 0, 𝑥 = 0,

𝑐(0, 𝑡) = 𝑐𝑠 . The solution is  

 

 𝑐 − 𝑐𝑠 

𝑐0 − 𝑐𝑠
= 𝑒𝑟𝑓 (

𝑥

2√𝐷𝑡
) (1.42) 

 



25 

 

where erf means the error function on error integral of Gauss 

 

 
𝑒𝑟𝑓 𝑧 =

2

√𝜋
∫ 𝑒−𝑢2

𝑑𝑢
𝑧

0

 . (1.43) 

 

Two cases of equation (1.42) are particularly interesting: 

 

1) 𝑐𝑠 = 0 

 𝑐

𝑐0
= 𝑒𝑟 𝑓 (

𝑥

2√𝐷𝑡
) ; (1.44) 

 

From the above equation, the outward flux at the surface is 𝐷𝑐0/√𝜋𝐷𝑡 and the total 

quantity of substance that escapes by diffusion across a unit area of surface in time t 

is: 

 

 

𝑀(𝑡) = ∫
𝐷𝑐0

√𝜋𝐷𝑡

𝑡

0

𝑑𝑡 = 2𝑐0√
𝐷𝑡

𝜋
. (1.45) 

 

As an example of this case we can choose the decarburization of steel in an oxidizing 

atmosphere or the dezincification of brass under vacuum (Fig. 1.15a). 

 

2) 𝑐0 = 0 

 

 𝑐

𝑐𝑠
= 𝑒𝑟𝑓 𝑐 (

𝑥

2√𝐷𝑡
) ; (1.46) 

  

Where “erfc” is the complementary error function defined as 1 − 𝑒𝑟𝑓. Example for 

this kind of diffusion is a diffusion from an atmosphere, that in equilibrium, keeps 

the surface concentration constant (Fig. 1.15b). The quantity of material which 

diffuses into the solid per unit area is: 

 

 

𝑀(𝑡) = 2𝑐𝑠√
𝐷𝑡

𝜋
 . (1.47) 
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Fig. 1.15: Evolution of the concentration profiles with the time of diffusion: a) out-

diffusion; b) in-diffusion; t1 < t2 < t3 [31]. 

 

In real life measurements one plots 𝑒𝑟𝑓−1(𝑐 𝑐0⁄ ) or 𝑒𝑟𝑓𝑐−1(𝑐 𝑐𝑠⁄ ) vs. x or vs. 𝑥/√𝑡. 

After it, one must hope that the data plotted will form a straight line, in which case D 

can be calculated from the slope of the line. The practical difficulty appears in 

determining 𝑐𝑠, which is not always known with the necessary precision and one 

most vary both D and 𝑐𝑠. Besides, the condition 𝑐𝑠 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 cannot always be 

proven, since the introduction of the diffusing species may take place by means of 

chemical reactions or the process of absorption. These processes may be rate 

determining, in which case the flux into solid is given by: 

 

 𝐽(0, 𝑡) = 𝐾[𝑐𝑠
0 − 𝑐𝑠(𝑡)] (1.48) 

 

where K is the reaction rate constant (the reaction is assumed to first order), and 

𝑐𝑠(𝑡) and 𝑐𝑠
0 are the real equilibrium surface concentrations. The solution of Fick’s 

equation then becomes 

 

 𝑐 − 𝑐0

𝑐𝑠
0−𝑐0

= 𝑒𝑟𝑓𝑐 (
𝑥

2√𝐷𝑡
) − exp(ℎ𝑥 + ℎ2𝐷𝑡) 𝑒𝑟𝑓𝑐 (

𝑥 + 2ℎ𝐷𝑡

2√𝐷𝑡
) (1.49) 
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wherein h=K/D. It can be verified for the limiting case ℎ → 0, equation (1.49) 

predicts no diffusion (𝑐 − 𝑐0 = 0), whereas for ℎ → ∞, the erfc solution is obtained, 

as the second term of (1.49) goes to zero. 

Nonetheless, in the solution for constant surface concentration, the x 

coordinate of a plane parallel to the surface and at which the concentration remains 

constant with time is given by 𝑥 2√𝐷𝑡⁄ = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡, which means that this plane 

moves as the square root of time. This result is typical for the diffusion: the 

penetration depth varies with the square root of the time. The same is true for the 

amount of diffusant introduced or lost (equations 1.44 and 1.46).  

 

1.7.3 Infinite initial distribution 

 

 

In this case the initial condition is a step function at x = 0 

 

𝑡 = 0 {
  𝑥 < 0  𝑐 = 𝑐2

  𝑥 > 0  𝑐 = 𝑐1
 

 

 

 

Fig. 1.16: Interdiffusion: evolution of the concentration profile with time. 𝒕𝟏 < 𝒕𝟐 <

𝒕𝟑 [31]. 

 

For symmetry reasons, the concentration at the initial interface (x=0) remains 

constant at the value of   
1

2
(𝑐1 + 𝑐2). By substituting this value for 𝑐𝑠 and 𝑐1for 𝑐0in 

equation (1.42) we arrive on 
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 𝑐 − 𝑐1

𝑐2 − 𝑐1
=

1

2
𝑒𝑟𝑓𝑐 [

𝑥

2√𝐷𝑡
]. (1.50) 

 

 

 

The two branches of the solution are symmetrical with respect to the initial interface 

at x=0 (Fig. 1.16). 

 

 

1.7.4 The Boltzmann transformation 
 

 

 

Since many of the previous solutions contain the combination  𝑥 2√𝐷𝑡⁄  , we can try 

to define a useful variable to us as 𝜆 = 𝑥 √𝑡⁄ . This substitution is known as the 

Boltzmann transformation and can be applied in cases where the initial and boundary 

conditions are themselves function of only the variable  𝜆 . Thus, 

 

𝑑

𝑑𝑥
=

𝑑

𝑑𝜆

𝑑𝜆

𝑑𝑥
=

1

√𝑡

𝑑

𝑑𝜆
 

 

and 

 

𝜕

𝜕𝑡
=

𝑑

𝑑𝜆

𝜕𝜆

𝜕𝑡
= −

𝜆

2𝑡

𝑑

𝑑𝜆
 

 

the Boltzmann transformation converts the partial differential diffusion equation 

 

 

 𝜕𝑐

𝜕𝑡
=

𝜕𝑐

𝜕𝑥
(𝐷

𝜕𝑐

𝜕𝑥
) (1.51) 

 

into a second order ordinary differential equation: 

 

 
−

𝜆

2

𝑑𝑐

𝑑𝜆
=

𝑑

𝑑𝜆
(𝐷

𝑑𝑐

𝑑𝜆
) (1.52) 
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the solution of which is concentration dependent on lambda 𝑐(𝜆). When D is 

constant, that is independent of  𝜆, the above equation simplifies to 

 

 
𝜆
𝑑𝑐

𝑑𝜆
= −2𝐷

𝑑2𝑐

𝑑𝜆2
, (1.53) 

 

Which can be with ease integrate 

 

 𝑐(𝜆) = 𝐴 + 𝐵 𝑒𝑟𝑓(𝜆 2√𝐷⁄ ) 

or 

𝑐(𝑥, 𝑡) = 𝐴 + 𝐵 𝑒𝑟𝑓(𝜆 2√𝐷𝑡⁄ ) 

(1.54) 

 

where A and B are constants to be determined from the boundary and initial 

conditions. The above solution applies to the case of constant surface concentration 

(chap. 1.7.2) and the infinite distribution (chap. 1.7.3) but not the instantaneous 

source (chap. 1.7.1), since there the initial conditions are given in terms of x, instead 

of 𝜆. 

 

1.7.5 The relation of drift and diffusion - The Nernst-Einstein equation  
 

 

The combined effect of diffusion and driving force can lead to a steady state in a case 

where both effects are equal and in opposite sign. 
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Fig. 1.17:  Concentration profile under a driving force compensated by diffusion 

[31]. 

 

 
𝐽 = 0 → 𝐷

𝜕𝑐

𝜕𝑥
= 〈𝑣〉 𝑐 (1.55) 

 

We will assume that the applied force is a derivative of a potential 𝐹 = −𝑑Φ 𝑑𝑥⁄ . In 

a thermodynamic equilibrium the distribution of the species under our consideration 

should follow the Boltzmann distribution: 

 

 𝑐(𝑥) = 𝑐𝑜𝑛𝑠𝑡. 𝑒𝑥𝑝[𝜙(𝑥) 𝑘𝑇⁄ ]. 
(1.56) 

 

The above expression should be the solution of the (1.55) equation at steady state. 

Differentiating with respect to x results in 

 

 𝑑𝑐

𝑑𝑥
= −

𝑐

𝑘𝑇

𝑑𝜙

𝑑𝑥
=

𝑐𝐹

𝑘𝑇
  , (1.57) 

 

and substituting it into (1.55) we can obtain 

 

 〈𝑣〉

𝐷
=

𝐹

𝑘𝑇
  . (1.58) 
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This is the Nernst-Einstein equation. If the driving force is due to an electric field, 

then for the particles with charge q; 𝐹 = 𝑞𝐸. After introducing the mobility of 

electrons as 〈𝑣〉 = 𝜇𝐸, the Nernst-Einstein equation becomes  

 

 𝜇

𝐷
=

𝑞

𝑘𝑇
  . (1.59) 

 

Fick’s equation can be also rewritten as 

 

 
𝐽 = −𝐷

𝜕𝑐

𝜕𝑥
+

𝐷

𝑘𝑇
𝐹𝑐  . (1.60) 

 

If an electric field is present, the charged particles q migrate with velocity 〈𝑣〉 , from 

which the drift flux is: 

 

𝐽 = 〈𝑣〉𝑐 =
𝐹𝐷𝑐

𝑘𝑇
=

𝑞𝑐𝐷

𝑘𝑇
𝐸 , 

 

and the current density 

 

𝑖 = 𝑞𝐽 =
𝑐𝑞2𝐷

𝑘𝑇
𝐸 , 

 

which can be seen as Ohm’s law, where the electrical conductivity is given by 

 

 
𝜎 =

𝑐𝑞2𝐷

𝑘𝑇
 . (1.61) 

 

1.7.6 Solution of the Diffusion equation in three dimensions 
 

 

 

If the diffusion is isotropic in a medium, the flux is 

 

 𝐽 = −𝐷 ∇𝑐 
(1.62) 
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and the diffusion equation is given by 

 

 𝜕𝑐

𝜕𝑡
= 𝐷 ∇2𝑐  . (1.63) 

 

The equation in Cartesian coordinates is as follows 

 

 𝜕𝑐

𝜕𝑡
= 𝐷 [

𝜕2𝑐

𝜕𝑥2
+

𝜕2𝑐

𝜕𝑦2
+

𝜕2𝑐

𝜕𝑧2
] ,  (1.64) 

 

  

in cylindrical coordinates 

 

 𝜕𝑐

𝜕𝑡
=

𝐷

𝑟

∂

∂r
(𝑟

∂c

∂r
) , (1.65) 

 

in spherical coordinates 

 

 𝜕𝑐

𝜕𝑡
=

𝐷

𝑟2

∂

∂r
(𝑟2

∂c

∂r
) .  (1.66) 

 

1) Cylindrical coordinates 

 

By separation of variables we can arrive on terms of type 𝐽0(𝛼𝑛𝑟)exp (−𝛼𝑛
2𝐷𝑡), 

where 𝐽0 is the Bessel function of zeroth order. For steady state, equation (1.65) 

becomes 

 

 𝑑

𝑑𝑟
(𝑟

𝑑𝑐

𝑑𝑟
) = 0  , (1.67) 

 

 and the general solution can be written as 

 

 𝑐 = 𝐴 + 𝐵 𝑙𝑜𝑔 𝑟 
(1.68) 

 

with constants A and B determined by the boundary conditions. 
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2) Spherical coordinates 

 

Let u = rc, equation (1.66) can be rewritten as follows 

 

 𝜕𝑢

𝜕𝑡
= 𝐷

𝜕2𝑢

𝜕𝑟2
  . (1.69) 

 

The above equation is easily solved by separation of variables if u goes to zero as r 

becomes very large. For steady state 

 

 𝑑

𝑑𝑟
(𝑟2

𝑑𝑐

𝑑𝑟
) = 0 , (1.70) 

 

the general solution can be written as 

 

 𝑐 = (𝐴 𝑟) + 𝐵 ,⁄  
(1.71) 

 

where the constants A and B are again determined by the boundary conditions. 

 

1.8 Transport properties 
 

 

In thermodynamic equilibrium the distribution function for the electrons can be 

described by the Fermi-Dirac function 

 

 
 𝑓0(𝐸) =

1

1 + 𝑒(𝐸−𝐸𝐹)/𝑘𝑇
  , (1.72) 

 

where 𝐸𝐹 is called the Fermi energy and 𝑓0(𝐸) is the probability of a state at energy 

E occupied by an electron. In a non-equilibrium state a system of electrons can be 

described by the following general function 

 

 𝑓(𝑣𝑥, 𝑣𝑦, 𝑣𝑧 , 𝑥, 𝑦, 𝑧, 𝑡)𝑑𝑣𝑥𝑑𝑣𝑦𝑑𝑣𝑧𝑑𝑥𝑑𝑦𝑑𝑧 = 𝑓(𝑣, 𝑟, 𝑡)𝑑3𝑣𝑑3𝑟 . (1.73) 
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We can study the changes of this function for a time frame in the dimensions of r and 

v, and we can arrive on the following terms 

 

 𝜕𝑓

𝜕𝑡
= −𝑣∇𝑟𝑓 −

1

𝑚
𝐹(∇𝑣𝑓) . (1.74) 

 

Wherein the first term on the right side corresponds for the location and the second 

term corresponds to the velocity. We arrived on those terms by time derivation of 

function f :  

 

 𝜕𝑓

𝜕𝑡
=

𝜕𝑓

𝜕𝑡
+

𝜕𝑓

𝜕𝑟

𝜕𝑟

𝜕𝑡
+

𝜕𝑓

𝜕𝑣

𝜕𝑣

𝜕𝑡
 . (1.75) 

 

Both terms are multiplied by the time derivation of r and v. F stands for the force 

applied on the electron (𝑣̇ = 𝐹 𝑚⁄ ). The number of electrons also changes by mutual 

collisions or by the collisions on the boundaries of the system, which will lead us to 

introduce a field term. Besides, we also introduce a function 𝑊(𝑣, 𝑣′)𝑑3𝑣′𝑑𝑡 which 

will be the probability of changing the velocity of an electron from v to v’ in the dt 

time frame:  

 

 
−∫𝑓(𝑣, 𝑟, 𝑡)𝑊(𝑣, 𝑣′)𝑑3𝑣𝑑3𝑟𝑑3𝑣′ 𝑑𝑡. (1.76) 

 

This analogy can be applied also for electrons with velocity of v’ which will regain 

velocity v after a collision 

 

 
∫𝑓(𝑣′, 𝑟, 𝑡)𝑊(𝑣, 𝑣′)𝑑3𝑣𝑑3𝑟𝑑3𝑣′ 𝑑𝑡 . (1.77) 

 

Thus, the final number of electrons in a non-equilibrium state will be stated by the 

following equation 

 

 𝜕𝑓

𝜕𝑡
= −𝑣∇𝑟𝑓 −

1

𝑚
𝐹(∇𝑣𝑓) + ∫𝑓(𝑣′, 𝑟, 𝑡)𝑊(𝑣, 𝑣′) −  𝑓(𝑣, 𝑟, 𝑡)𝑊(𝑣, 𝑣′)𝑑3𝑣′ (1.78) 

 

known as Boltzmann’s kinetic equation. 
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If we take a closer look for solving the above Boltzmann’s kinetic equation, 

based on [32], for a sample which is homogeneous and macroscopic, with a weak 

conduction layer at the surface and without mesoscopic effects, we can arrive on the 

following. Firstly, we will assume that the bands are spherical, the heavy-hole (hh) 

band is parabolic and electron (e) and light-hole (lh) bands as well as wave functions 

are described in the kp approximation by the Kane formulae. A general form of the 

electric Boltzmann transport equation for the steady state system for transport in an 

external electric E and magnetic B fields and temperature gradient is 

 

 
(
𝜕𝑓

𝜕𝑡
) = 𝑣 ∙ ∇𝑟𝑓 −

𝑒𝜆

ℏ
(𝐸 + 𝑣 × 𝐵) ∙ ∇𝑘𝑓, (1.79) 

 

where eλ is the charge of respective free carriers (λ = e, hh, lh) and the velocity is 

given by the energy gradient  𝑣 = ∇𝑘𝜀𝜆𝑘/ℏ. The distribution function 𝑓 in each band 

is looked for in a form 

 

 𝑓(𝑘) = 𝑓0(𝜀) + 𝑓1(𝑘) 
(1.80) 

 

f0 is the Fermi–Dirac function. In the linear response 

 

 
∇𝑟𝑓 ≈ ∇𝑟𝑓0 =

𝜕𝑓0
𝜕𝜀

𝑇∇𝑟 (
𝜀 − 𝐸𝐹

𝑇
) (1.81) 

 

𝐸𝐹 is the Fermi energy. If we assume the following orientations E = (E, 0, 0), B = 

(0, 0,B) and ∇rT = (T’, 0, 0). Function f1 can be written as a combination of two 

functions c1 and c2 : 

 

 
𝑓1(𝑘) = [𝑘1𝑐1(𝜀) + 𝑘2𝑐2(𝜀)] (−

𝜕𝑓0
𝜕𝜀

), (1.82) 

 

k1 and k2 are the wave vector components. Equation (1.79) can be split into a set of 

two equations, which relate to the transport in the E parallel and perpendicular 

directions, respectively: 
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𝑣1 (−

𝜕𝑓0
𝜕𝜀

) (
𝜀 − 𝐸𝐹

𝑇
𝑇′ + ∇𝑟𝐸𝐹 − 𝑒𝜆𝐸 − 

𝑒𝜆

ℏ
𝐵𝑐2) = 𝐿(𝑘1𝑐1), (1.83) 

 

 
𝑣2 (−

𝜕𝑓0
𝜕𝜀

) 
𝑒𝜆

ℏ
𝐵𝑐1 = 𝐿(𝑘2𝑐2), (1.84) 

 

 

𝐿(𝑘𝑖𝑐𝑖), 𝑖 = 1,2 is the scattering operator given in the form:  

 

 

 
𝐿(𝑘𝑖𝑐𝑖) = −

1

𝑘𝐵𝑇
𝑣 ∑𝑊(𝑘, 𝑘′)𝑓0(𝜀𝑘)[1 − 𝑓0(𝜀𝑘′)] ×

𝑘′

 

[𝑘𝑖𝑐𝑖(𝜀𝑘) − 𝑘𝑖
′𝑐𝑖(𝜀𝑘′)]. 

(1.85) 

 

 

W(k,k’) is the k→k’ scattering probability. If interband scattering is involved, the 

distribution function for each band is defined. Then the sum in (1.85) also contains 

band summations where k’ specifies the respective bands. 

The relevant dc transport coefficients are obtained in the following form. The 

electrical conductivity tensor 𝜎𝑖𝑗 = ∑ 𝜎𝑖𝑗
𝜆

𝜆=𝑒,ℎℎ,𝑙ℎ  where the particular terms represent 

the e, hh and lh conductivities: 

 

 
{

𝜎11
𝜆 =  𝜎22

𝜆

𝜎21
𝜆 = − 𝜎12

𝜆
} =

𝑒𝜆

3𝜋2ℏ
∫ 𝑘𝜆

3(𝜀) {
𝑐1

𝜆(𝜀)

𝑐2
𝜆(𝜀)

} (
𝜕𝑓0𝜆

𝜕𝜀
) 𝑑𝜀,

∞

0

 

[𝐸 − 
∇𝐸𝐹

𝑒𝜆
= 1,  𝑇′ = 0]. 

(1.86) 

 

Hall coefficient: 

 

 
𝑅𝐻 =

1

𝐵

𝜎12

𝜎11
2 + 𝜎12

2  (1.87) 
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2. Experimental setups 
 

 

2.1 Crystal growth 
 

 

For our galvanometric measurements we used CdTe crystals, grown in the Institute 

of Physics of the Charles University by Vertical-gradient freezing (VGF) method.  

The growth of VGF crystal was performed in two-steps. In the first step, 6N starting 

materials Cd and Te were synthesized in the synthetization furnace. The materials 

were put in a quartz ampoule with inner walls covered by graphite. The ampoule was 

evacuated up to 5×10-6 mbar, sealed and put into a one-zone synthetization furnace, 

which was heated up to 450°C, where the materials started to melt. Due to the strong 

endothermic reaction during the synthesis, the temperature of the ampoule was 

slowly heated up to 1100°C. The molten material was held on this temperature for 10 

hours for homogenization and cooled down to room temperature with a cooling rate 

of 3°C/min. The obtained solid material was used as a starting material for the 

second growth step, single crystal growth using VGF technique. 

Single-crystalline samples were cut from the CdTe ingot with a diameter of 

about 40 mm. Samples were high-quality intentionally undoped p-type single crystals 

with hole mobility close to published data [13]. Bar-like samples with the resistivity 

in the range from 200 to 400 cm and typical dimensions of 3x2x12 mm3 were used 

in our investigation. 

 

2.2 Sample preparation 
 

 

The CdTe ingot was sliced perpendicularly on the growth direction in order to cut 

wafers of 2-3 mm thickness. This cut was made by a diamond wire saw Well 

Diamond Wire Saws Inc. (model 6234) with wire diameter 0.3mm (cooled by water). 

The wafers were polished by boron carbide abrasive SiC F600 to reveal the structure 

of grains of the wafer. Consequently, bar-shaped (or squared) monocrystalline 

samples were cut from wafers by a wire saw South Bay Technology Inc. (model 850) 

using stainless steel wire with diameter of 0.1mm (with abrasive boron carbide-

glycerine solution). After cutting, the samples were polished using finer SiC abrasive 
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F1000 followed by a chemo-mechanical polishing in 3% bromine-ethylene glycol 

solution on the silk cloth. Process was performed for 30 seconds each side. Finally, 

samples were etched in 3% bromine-methanol solution for 30 seconds to obtain 

shiny surfaces. After the etching process, each crystal was washed in ethanol and 

acetone. Finally, the samples were dried in clean air flow to remove any residual 

products from and etching process. 

 

2.3 Contact preparation 

 

 

After the etching process, the samples were covered by a photoresist in order to form 

six chemically-deposited golden contacts. The photoresist material was then 

hardened at 60°C for a period of 20 min. The masked sample was immersed into 

AuCl3 solution to create chemically-deposited Au contacts on the uncovered portions 

of the sample. After the chemical deposition, the photoresist mask was removed by a 

lift-off technique in acetone. The samples were then glued on a sapphire pad  

(Fig. 2.1) with golden conductive channels by thermally conductive silicon paste. 

Gold channels on the holder were connected with the golden contacts on the sample 

by silver wires with a diameter 50μm. Besides wire soldering, dipping by graphite 

paste was also used to fix the wires to the crystal. This type of contact was used for 

temperatures above 140°C. Both types of contacts possessed good ohmic properties 

and were stable. The sapphire pad was attached to a holder and put into a cryostat, 

wherein the temperature dependence of the galvanomagnetic properties were 

measured. For higher temperature dependence measurements, the STVP-300 

continuous flow cryostat from Janis Research was used. Here, the wires from the 

sample were connected by tin to the pins of the sample holder. In the cryostat, the 

sample chamber was filled with inert gas during the measurements. 

 



39 

 

 
 

Fig. 2.1: Bar-like sample of CdTe crystal with six chemically-deposited golden 

contacts soldered by indium. 

 

2.4 Transport measurements 
 

 

The measurement of the carrier concentration, electron/hole mobility, and 

conductivity was carried out by Hall-effect measurements with the classical method 

setup. For this method, four voltage probes are considered, which are divided in pairs 

on the two lateral sides of the sample. Further, two current contacts are located on the 

front and back side of the sample, more particular from Fig. 2.2. 

 

 

Fig. 2.2: Classical arrangement for the Hall-effect measurements [33]. 
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For the above configuration, while the current flows from contact 1 to contact 2 and 

the magnetic field B is non-zero, the potential change EY along axis y can be 

described as follows: 

 

 𝐸𝑌 = 𝑅𝐻𝐵𝑧𝐽𝑥 . (2.1) 

 

The Hall coefficient RH is defined as [34] : 

 

 
𝑅𝐻 = 𝑟𝐻

𝑝𝜇𝑝
2 − 𝑛𝜇𝑛

2

𝑒(𝑛𝜇𝑛 + 𝑝𝜇𝑝)
2  . (2.2) 

 

Wherein, n and p are the electron and hole concentrations; µn and µp are the electron 

and hole mobilities; e is the elementary charge of the electron and rH is the Hall 

factor, which is approximately 1 for our measurements. For the cases where we can 

neglect one type of the carriers we get a simpler equation, in case of holes the 

following: 

 

 
𝑅𝐻 = 𝑟𝐻

1

𝑒𝑝
 . (2.3) 

 

That is, the Hall coefficient is inversely proportional with the concentration of the 

charge carriers (i.e. holes in our case). For measuring the conductivity, we use the 

following equations: 

 

 
𝜎 =

1

𝜌
=

𝑙

𝑑𝑤

𝐼1,2

𝑈3,4
 , (2.4) 

 

 
𝜎 =

1

𝜌
=

𝑙

𝑑𝑤

𝐼1,2

𝑈5,6
 . (2.4’) 

 

That is, we replace in the above equations l, d and w with the actual distance between 

contacts, width, and thickness of the sample, respectively. The current measured 

between contacts 1 and 2 and potential change measured between contacts 3 and 4 
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(or 5 and 6) with the aforementioned dimensions will enable us to get the 

conductivity of the sample.  

For measuring the carrier concentration, or rather the Hall coefficient, we use the 

following equations: 

 

 
𝑅𝐻 = 𝑟𝐻

𝑑

2𝐵

𝑈5,3
𝐵+

− 𝑈5,3
𝐵−

𝐼1,2
 , (2.5) 

 

 
𝑅𝐻 = 𝑟𝐻

𝑑

2𝐵

𝑈6,4
𝐵+

− 𝑈6,4
𝐵−

𝐼1,2
 . (2.5’) 

 

Thus, we measure the potential change between the two facing voltage contacts 5 

and 3 (or 6 and 4) while turning the magnetic field on and changing the polarity of 

the magnetic field. Deviations of  and RH evaluated by the relations (2.4), (2.5) and 

(2.4‘), (2.5‘), respectively, allowed us to eliminate an experimental error. 

For the measurements we can consider a relative error of 10% in the length 

between the contacts and 2.5% in the thickness and width of the sample. The value of 

𝑅𝐻 is measured for 5s and its value is averaged. Thus, the error of 𝑅𝐻 is dependent 

on the noise of the measured voltage signal from the sample. The error of the 

voltmeter and ampere meter is less than 1%. For keeping the magnetic field constant 

a continuous cooling is applied. Despite of it, variance in the magnetic field can also 

be present, which can be estimated as 5%. The sum of the errors for the conductivity 

is 15% and for 𝑅𝐻 is 7.5%. However, during the stepwise and continuous 

temperature changes all the dimensions of the sample remain the same and the 

apparatus also. Thus, for our measurements the characters of the temperature 

dependencies are not influenced by the before mentioned errors. 

 

2.5 SIMS and XPS measurements 

 

 

For the X-ray photoelectron spectroscopy (XPS) measurements the samples were 

investigated in an ultrahigh vacuum chamber (UHV) equipped with a VSW HMA-

100 hemispherical analyzer with multichannel detection provided by PSP Vacuum 
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Technology. The data were taken using an Al Kα excitation (1486.6 eV) at normal 

emission angle with respect to the sample surface. The Secondary Ion Mass 

Spectroscopy (SIMS) experiments were performed in an UHV chamber equipped 

with Perkin-Elmer PHI 600 mass spectrometer. SIMS was operated at “dynamic” 

conditions of Cs primary ion gun with the energy of 5 keV and current 100 nA, 

approximately, giving the sputtering rate of 50 nm / min, approximately. The Cs ion 

beam was scanned over the crater raster area of 800 x 500 μm2. In order to obtain 

well resolved depth profiles and to minimize crater effects, the gating technique of 

secondary ion detection was used. For both, XPS and SIMS analysis, the base 

pressure was below 10-7 Pa and the samples were kept at room temperature during 

measurements. 

 

2.6 Ellipsometry 
 

 

Ellipsometry is a non-destructive optical technique, which proved itself as an 

effective tool to acquire optical properties of matter with high surface sensitivity 

[35]. It measures changes in light polarization upon reflection from the sample. 

These changes are represented by ellipsometric angles Ψ and Δ, which are related to 

Fresnel reflection coefficients for s- and p-polarized light by: 

 

 𝜌 =
𝑟𝑝

𝑟𝑠
= tan(Ψ) 𝑒𝑖Δ . (2.6) 

 

Therefore, with proper choice of a theoretical model structure one can fit the 

experimental data and deduce spectrally dependent optical properties of investigated 

material as well as the thickness of the surface layer. In our case, the model structure 

for the distilled water consisted of a semi-infinite bulk CdTe material with the 

surface oxide layer of certain thickness and roughness. An assumption of semi-

infinite CdTe is justifiable with respect to its high absorption coefficient in the 

investigated spectral region and a large thickness of the sample. A commercial 

Mueller matrix ellipsometer RC2 (J.A. Woollam Co., USA) was used to obtain the 

experimental data in the spectral range from 200 to 1700 nm. To ensure a sufficiently 

large ensemble of experimental data necessary for high accuracy fitting, the 
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ellipsometry was measured in reflection for five different incident angles 55°, 60°, 

65°, 70° and 75° with an acquisition time 60 s. The results were fitted using 

aforementioned model structure and the mean squared error (MSE) was used to 

evaluate the reliability of the fit. The error of Ψ and Δ are 0.02 and 0.05 degrees, 

respectively. The incident light spot diameter was 4 mm and therefore the acquired 

information was averaged over the whole surface.  

 

2.7 Photoluminescence 

 

 

Photoluminescence is a non-destructive optical method for studying material defects. 

Therefore, it is widely used for characterizing the structure of the material. Its main 

limitation is the fact, that this method can only reveal defects which have optical 

transitions. The samples are usually cold down to eliminate the thermal noise. The 

sample is irradiated with a laser and electron-hole pairs are generated, which are 

trapped on the defects in the material and after they recombine they might emit light. 

The energy of the emitted light corresponds to the energy level of the defect in the 

bandgap. By detecting all the emitted photons, we can obtain a photoluminescence 

spectrum. The schematic setup of our photoluminescence measurement is depicted 

on the below Fig. 2.3.  

 

Fig. 2.3: The schematic setup of the photoluminescence measurement. 
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We used a Bruker Vertex 80v spectrometer with a Si detector for detecting the 

photoluminescence spectra. The sample was placed into a cryostat cooled down to a 

temperature lower than 10K and irradiated by a semiconductor laser with a 

wavelength of 635nm. The signal from the sample was filtered with the same 

wavelength to eliminate it from the spectrogram 
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3. Results 
 

3.1 Thermal stability of p-CdTe 
 

 

There are only a few literature data related to electrical measurements on bulk CdTe 

at temperatures of 300-700 K. Hall effect and electrical conductivity in the range of 

310-420 K were studied in semi-insulating p-type CdTe:Cl crystals, where an 

anomalous increase of resistivity was observed [36]. Other measurements of electric 

properties in the range from 295 to 430 K were carried out for semi-insulating  

p-CdTe:Cl crystals wherein anomalous changes of electrical properties in the range 

340-380 K were seen [37]. This anomaly was interpreted as the relocation of Cu 

atoms in the lattice of CdTe. The activation energy of 0.87 eV of this process was 

determined from the temperature dependence of relaxation time.  

The reason for the low interest of researchers in measuring electric properties of 

CdTe in the temperature interval of a few hundred Kelvin above room temperature 

arises from the complexity of adjustment of the experiment and the interpretation of 

obtained results. At room or lower temperatures, the defect structure may be 

considered as stable, and transient phenomena are induced only by the charge 

dynamics and local defect rearrangement. The evaluation of high temperature 

measurements above 700 K may be based on defect structure ruled by native defects 

and their associates with extrinsic defects. The sufficiently fast chemical diffusion at 

such temperatures allows the researchers to reach defect equilibrium under defined 

thermodynamic conditions [38] within hours [39]. On the other hand, the 

experiments in the intermediate temperature interval of ~300-700 K cannot rely on 

these premises. Moderate heating of the sample induces point defect rearrangement 

involving diffusion and defect reactions. Simultaneously, the diffusion processes are 

too slow to establish the equilibrium unless the time of experiment is extremely 

extended. Consequently, the theoretical model describing envisaged effects must 

consider the dynamics of defect structure during the whole experiment. 

Special attention must be devoted to fast diffusing impurities, typically group I 

elements Li, Na, Cu or Ag [40,41,42], which contaminate the material at the density 

1014-1015 cm3 comparable to the hole concentration in p-CdTe. The presence of these 

impurities is often a problem in the fabrication of electronic devices and their 

elimination is a permanent goal in this field [43]. Complex features of diffusion of 
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Ag and Cu including anomalous diffusion of Ag atoms against their concentration 

gradient were extensively studied by radiotracer experiments [44,45]. In this work 

we report on the measurement of galvanomagnetic properties of p-type CdTe 

samples subjected to two distinct thermal treatments. In the first process, the 

relaxation of the hole density is measured after stepwise change of temperature. The 

activation energy of the relaxation process is determined thereon. In the second case 

the samples are heated and cooled continuously at a constant heating/cooling rate. 

Transients are simulated with a theoretical model assuming diffusion of a fast 

diffusing element from/into Te inclusions. 

 

3.1.1 Stepwise temperature changes 
 

 

As apparent in Figs. 3.1, 3.2 for Sample I and in Figs. 3.3, 3.4 for Sample II, which 

depict typical parts of the measuring cycle, the measurements consisted in the 

monitoring of the transport properties of the samples at the temperature steps. 

 

 

Fig. 3.1: Example of the resistivity evolution of Sample I at the temperature profile 

30 -80-30-80-30°C. 
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Fig. 3.2: Example of hole concentration and mobility evolution of Sample I at the 

temperature profile 30-80-30-80-30°C. 

 

 

Fig. 3.3: Example of the resistivity evolution of Sample II at the temperature profile 

30-80-40-80-40°C. 
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Fig. 3.4: Example of the hole concentration and mobility evolution of Sample II at 

the temperature profile 30-80-40-80-40°C. 

 

In all figures, we may identify two characteristic features of the transport coefficient 

evolution. During the temperature changes - increase/decrease - we observe the 

parallel evolution of the resistivity. The increase of resistivity with raising 

temperature is unusual in semiconductors and it is explained by the damping of 

carrier mobility together with minor increase of free carrier density. This effect is 

often observed in low resistivity CdTe. After the temperature stabilization, few days 

evolution of transport characteristics is observed in both samples. While in Sample I 

we clearly see that the resistivity increases/decreases after the temperature step 

up/down, just an opposite behavior is identified in Sample II, where the temperature 

step up/down entails the resistivity decrease/increase. Thus, for the same type of p-

type CdTe samples we observed different behavior of the resistivity relaxation. As 

seen in Fig. 3.2, the hole mobility was constant during the relaxation, and the hole 

concentration was increasing in the lower temperature and decreasing in the higher 

temperature in Sample I. In Sample II the mobility was slightly saturating in the 

higher temperature interval and, as seen in Fig. 3.4, slightly decreasing in the lower 

temperature interval. The hole concentration had similar characteristics as the 

mobility temperature dependence, except that in the lower temperature interval the 
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decrease was more rapid. The characteristic time of the relaxation varies from few 

hours at maximum temperature, as we can see in Fig. 3.1 and Fig. 3.2, up to weeks at 

minimum temperature, apparent in Fig. 3.3 and Fig. 3.4. For both samples we carried 

out the relaxation procedures with different lower temperatures. Since the relaxation 

of Sample I was relatively fast, we have succeeded to grasp principal part of the 

relaxation curve, which enabled us to find out an activation energy of the relaxation 

process and to estimate the diffusion coefficients of the relaxations assuming a 

diffusion between the sample bulk and surface responsible for the relaxation [46]. 

Evaluation of the diffusion coefficient D of the sample I is depicted in Fig. 3.5 – 3.7.  

 

Fig. 3.5: The resistivity evolution of Sample I at the temperature region 100-30°C. 
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Fig. 3.6: The resistivity evolution of Sample I at the temperature region 100-40°C. 

 
Fig. 3.7: The resistivity evolution of Sample I at the temperature region 100-50°C. 
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The above graphs 3.5 – 3.7 show a typical behavior of Sample I and its resistivity 

relaxation. As already said the fast relaxation of Sample I allowed us to determine 

the diffusion coefficient and the activation energy of the process. The diffusion 

coefficient D is determined by the fit of conductivity via the form [46]: 

 

 
|𝜎(𝑡) − 𝜎∞|~𝑒𝑥𝑝 (−

𝐷𝑡𝜋2(𝑤2 + 𝑑2)

𝑤2𝑑2
). (3.1) 

 

The conductivity fit of the relaxation is illustrated on the following Fig. 3.8. The 

solid line in the graph represents the fit of the left side of equation (3.1). In the 

equation (3.1) w and d refer to the cross-sectional dimensions of the sample (width 

and height) and t represents the time. 

 

Fig. 3.8: Double-exponential fit of the conductivity after stepwise change of 

temperature of Sample I. 

 

Analogous evaluations were carried out in order to obtain the activation energy for 

temperatures 30 and 40°C. As it is apparent in Fig. 3.9, the corresponding diffusion 

coefficients were well aligned, thus we were able to determine the activation energy 

of the relaxation for Sample I to about 0.3 eV. 
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Fig. 3.9: Temperature dependence of diffusion coefficients for Sample I. 

 

The diffusion coefficient of the type I relaxation results as: 

 

 𝐷 = 𝐷0𝑒
−𝐸 𝑘𝑏 𝑇⁄ = 2.4𝑒−0.3𝑒𝑉/𝑘𝑏 𝑇 (𝑐𝑚2𝑠−1). (3.2) 

 

We also compared our measured diffusion coefficients, which were in the range of 

3.5×10-6 – 7.5×10-6 cm2s-1, with the already published results of Lyubomirsky [47], 

Jones [48] and Belas [43], showing a good correlation with the latter one, where 

D~3×10-6 - 4×10-6 cm2s-1 at 100°C was reported. The electro-diffusion measurements 

[43] of CdTe showed that the fast diffusing impurities/defects in p-type CdTe 

samples are donors, thus we assume analogous character of defects in our case. The 

nature of contaminating donors is unknown yet. Group I elements Li, Na, Cu, Ag, are 

mostly presumed [43]. Impurities may originate from the source 6N elements, quartz 

ampoule in which the crystal is grown and from ambient conditions together with the 

outside effects during the sample preparation and contacting procedure.  

From the measurement of the hole relaxation, we could estimate the density of 

the donors, which is connected to the change of the hole concentration during the 

relaxation procedure. The estimated donor concentration for Sample I is ~ 1013cm-3 



53 

 

while the mobility had constant character during the relaxation, which reflects good 

crystal quality. For Sample II the estimated donor concentration is ~ 1014cm-3 while 

the mobility was slightly decreasing which can be connected to the non-homogeneity 

of the sample. The aforementioned concentration values are at the resolution limits of 

the glow discharged mass spectroscopy (GDMS). For the identification of elements 

possibly responsible for reported phenomena the secondary ion mass spectroscopy 

(SIMS) measurements are required. 

 

3.1.2 Summary of the stepwise temperature changes 
 

 

The thermal stability of two p-type CdTe single crystals cut from different parts of as 

grown ingot was studied by conductivity and Hall-effect measurements. Step-like 

change of temperature in the interval 30-100°C was followed by a dwell, in which 

the relaxation of resistivity and Hall coefficient was stored. While Sample I exhibited 

increasing/decreasing resistivity after increasing/decreasing temperature step, an 

opposite behavior was identified at Sample II. Faster relaxation of Sample I allowed 

us to establish the activation energy of the process 0.3 eV. The relaxation effects 

were attributed to fast diffusing group I donors penetrating the material at the 

densities ~ 1013cm-3 in Sample I and ~ 1014 cm-3 in Sample II. 

 

3.2 Continuous temperature change 
 

 

The sample temperature was controlled by a temperature controller, which enabled 

us to set a ramp rate of 1 K/min during the experiment. The accuracy of the 

temperature control was 0.1 K. An influence of different ambient atmosphere and the 

rate of thermal change on the results were studied as well. Both argon and vacuum 

gave the same relaxation characteristics (see Fig. 3.10). Likewise, diverse 

heating/cooling rates were also tested in order to find the best heating/cooling regime 

for the reproducibility of the measurements (see Fig. 3.11 and Fig. 3.12). The red 

lines in the figures indicate the heating of the sample in the beginning and the blue 

lines indicate the subsequent cooling. 
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Fig. 3.10: The resistivity evolution 30-140-30°C with continuously changed 

temperature in vacuum (left) and argon (right). 

 

 

Fig. 3.11: The resistivity evolution 30-100-30°C with continuously changed 

temperature with a temperature rate of 1K/min (left) and 0.5K/min (right). 
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Fig. 3.12: The resistivity evolution 30-100-30°C with continuously changed 

temperature with a temperature rate of 1 K/min (left) and 0.5 K/min (right). 

 

Moreover, the heating cycles were also repeated to test the effects of a heating cycle 

on the subsequent heating cycle (see Fig. 3.13). 

 

  

Fig. 3.13: The resistivity evolution 30-100-30-100-30°C with continuously changed 

temperature. 

 

As it is visible from graphs 3.10 – 3.13, the ambient atmosphere and the temperature 

rate, 0.5 K/min vs. 1K/min, played no role in the measurements. The repetition of the 

measurements also gave the same results. The measurement of a single value of the 

Hall coefficient RH in our setup took about 3 min, which is necessary for the 

magnetic field and electric current stabilization in all combinations in the classical 

Hall-bar method. The hole density p and Hall mobility h evaluated in the dynamic 

regime then suffer from enlarged noise. To suppress the noise in the data employed 
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for ensuing theoretical analysis, and in view of the fact that measured h follows well 

the theoretical formula [49]:  

 

 𝜇ℎ
𝑃𝑂 = 57(𝑒252 𝑇(𝐾)⁄ − 1)(𝑐𝑚2𝑉−1𝑠−1) , (3.3) 

 

the hole density p was elicited from the resistivity  via the obvious formula 

 

 
𝑝 =

1

𝑒𝜇ℎ𝜌
 . (3.4) 

 

The Hall data were used for the verification of sample stability and the course of h 

in the dynamic regime.  

The chemical analysis of samples surface was performed by SIMS. The mass 

spectra were recorded using 5 keV Cs+ primary ion beam.  

Second-phase particles (SPPs) were watched by infrared microscopy. Tellurium 

inclusions were observed in usual densities and dimensions typical for CdTe grown 

from Te-rich melt [50]. The photo characterizing the distribution and magnitude of 

SPPs in measured sample is shown in Fig. 3.14.  

 

Fig. 3.14: IR image of measured CdTe sample with Te inclusions of variable 

magnitude. 



57 

 

 

The density of small SPPs with the radius  < 1 m was estimated at 2×106 cm3 and 

of those with the radius  > 1 m at 5×104 cm-3. 

The experiments were performed in the dynamic regime with samples heated 

and cooled continuously at a constant heating/cooling rate of 1 K/min and a short 

delay of about 15 min at the maximum temperature. The reason for such unusual 

course was an effort to explore the behavior of p-CdTe in a wide temperature interval 

involving the regions where the irreversible process takes place. Characteristic 

profiles of temperature, , p, and h are plotted in Fig. 3.15. The slowing down of the 

cooling rate in the final part of cooling was due to the delay of the heat transfer given 

by the ambient room temperature. 

 

Fig. 3.15: Example of temporal evolution of electric properties induced by gradual 

change of temperature 30-100-30°C. Panel (a) shows the temperature and resistivity. 

Panel (b) shows the hole density and mobility. 
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In the following pages, in Fig. 3.16 - Fig. 3.20, the detailed measurement data of the 

continuous temperature changes are depicted for 100°C, 120°C, 140°C, 160°C and 

180°C. 

 

 

Fig. 3.16: The resistivity and hole density evolution for 30-100-30°C with 

continuously changed temperature. 

 

 
 

Fig. 3.17: The resistivity and hole density evolution for 30-120-30°C with 

continuously changed temperature. 
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Fig. 3.18: The resistivity and hole density evolution for 30-140-30°C with 

continuously changed temperature. 

 

 
 

Fig. 3.19: The resistivity and hole density evolution for 30-160-30°C with 

continuously changed temperature. 

 

 
 

Fig. 3.20: The resistivity and hole density evolution for 30-180-30°C with 

continuously changed temperature. 
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The comprehensive overview of the measurement in the dynamic regime is plotted in 

Fig. 3.21. Here we may clearly see the most interesting discovery of the research. In 

contrast to the basic theory of semiconductors, which firmly predicts 

increasing/decreasing carrier density along with heating/cooling of the material, we 

observe an opposite behavior above ~100°C.  

 

Fig. 3.21: Hole density vs temperature for the gradual increase and decrease of 

temperature. Five cycles were measured with the maximum temperature depicted in 

the legend. 

 

3.2.1 Theory of the hole density evolution in the continuous heating 
cycles 

 

 

The explanation of this effect is the main topic of the next section. The changes of 

electrical properties after heating up to 140°C could recover by a 1-day storage at 

30°C. The heating above 140°C induced the appearance of another effect manifesting 

in the irreversible increase of p. The essential features of the experimental results 

could be reproduced on different samples. 
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The SIMS was measured on samples before and after the thermal treatment with 

the aim to identify diffusing atoms responsible for observed effects. All samples 

showed considerable enhancement of Na and K on the surface after the treatment. 

Normalizing to the signal of Te ions, the signal of Na and K has increased 3-10 times 

and 3-5 times after the treatment, respectively. In view of the fact that Na and K are 

known as fast diffusing group I elements in semiconductors, we propose these 

elements for the most probable species responsible for observed effects. 

Unfortunately, the extreme differences in sensitivity of the SIMS method for CdTe 

matrix material and Na and K impurities did not allow us to perform a sufficiently 

precise quantitative analysis and evaluation of the element density in the surface 

layer. The premise thus could not be supported by quantitative data. Other analytical 

techniques accessible in the laboratory are not sensitive enough to detect changes of 

element densities in the estimated range <1015 cm-3. 

The reversible relaxation of  and p at steady temperature without distinct 

variations of h points to the diffusion character of the discovered process. We have 

followed such a scheme and assumed that the thermal activation of the relaxation 

process is dominantly mediated by the diffusion coefficient attaining the form of the 

Arrhenius equation: 

 

 
𝐷 = 𝐷0𝑒

−
𝐸𝐷
𝑘𝑏𝑇 , (3.5) 

 

 

with the pre-exponential factor D0 and activation energy ED. The time dependence of 

the conductivity (t) than scales with D along with 𝜎(𝑡) ≡ 𝜎̃(𝐷𝑡). The measurement 

of relaxation at different temperatures allowed us a direct determination of ED by 

fitting experimental data using the trial double-exponential formula 

 

 𝜎(𝑡) = 𝜎∞ + 𝜎1𝑒
−𝛼1𝐷(𝑇)𝑡+ 𝜎2𝑒

−𝛼2𝐷(𝑇)𝑡 (3.6) 

 

with the conductivity  = 1/ and parameters of the fit 1, 1, 2, and 2. This is 

analogous to our measurements depicted in Fig. 3.8. The evaluated slopes (relaxation 

rates 1,2D(T) ) of (t) at temperatures 30, 40, 50, and 80°C are in Fig. 3.22.  
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Fig. 3.22: Temperature dependence of the conductivity relaxation rates with the 

Arrhenius plot. EDs and EDf depict the activation energy of the slow and fast 

relaxation, respectively. 

 

The relaxation at 80°C was determined from the measurements shown in Fig. 3.1 for 

the second heating, and allowed us to establish only the faster component. The pre-

exponential factor D0 could not be determined in this experiment due to an unknown 

characteristic range of the diffusion process represented by parameters 1,2. The 

relatively narrow temperature interval of 30-80°C used to determine ED was limited 

by an upper T, where the irreversible changes appear. Though a strong irreversible 

process was observed above 140°C, it was detected after long-term heating at 

T>80°C as well and such T could not be used for a reliable determination of the 

relaxation rate. Both relaxation components show a very similar slope of the 

Arrhenius plot providing the activation energy of the slow and fast processes EDs = 

0.296 eV and EDf = 0.304 eV, respectively. The mean energy ED = 0.30 eV was 

estimated as the most characteristic value used hereafter in all simulations in the 

thesis. 
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In contrast to our previous analysis of relaxation effects in p-CdTe, we 

relinquish the concept of the diffusion of defects from/to the sample surface and 

assume that the diffusion occurs mostly inside the sample. The reason of this change 

is the complicated character of observed effects revealing a reversible character after 

moderate heating and cooling to room temperature and the fact that Na and K 

appeared in remarkable density on the sample surface after the thermal treatment. 

Consequently, we deduce that the surface is an important location for segregation of 

impurities, which may be hardly driven back to the crystal as must be anticipated in 

reversible processes. We thus conclude that the surface impurity segregation 

represents mostly a unidirectional process and does not describe principal reversible 

effects. 

It is known that Te inclusions existing in Te-rich CdTe getter impurities in the 

large scale [51,52]. The cooling of as-grown crystal results in their enhanced 

concentration in inclusions and, conversely, the impurities spread in the crystal at the 

heating. Because the fast diffusing impurities migrate mostly interstitially [53,54], 

donor-type character may be supposed [29]. Migrating donors partly compensate 

dominant acceptors and subsequently reduce p in p-CdTe. Based on these premises 

we have developed the consecutive model explaining the effects plotted in Fig. 3.21. 

Let us assume that the CdTe bulk contains SPPs with characteristic radius  and 

density Np randomly distributed in the crystal. The mean volume of the bulk 

belonging to single SPP extends in a sphere with radius R( >> ) around SPP 

 

 

𝑅 = √
3

4𝜋𝑁𝑝

3

 . (3.7) 

 

Both SPPs and bulk contain fast diffusing species (DS), which are neutral, if 

positioned in SPPs, and positively charged in the bulk. Shallow donors formed by 

extrinsic atoms located in interstitial positions are characteristic representatives. 

Homogeneous initial distribution of DS in the bulk with the density c0 is assumed. 

The equilibrium density of DS in SPPs cp is enhanced by the binding energy Eb 

 

 
𝑐𝑝 = 𝑐0𝑒

𝐸𝑏
𝑘𝑏𝑇 (3.8) 
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where kb is the Boltzmann constant. Equal density of interstitial sites in CdTe and in 

SPPs is assumed for simplicity. Homogeneous distribution of DS in the bulk c0 and 

cp defined by eq. (3.8) warrants the system in thermodynamic equilibrium at the start. 

Heating of the system results in the release of DS from SPPs and their dispersion 

in the ambient spherically-shaped bulk. The process may be described as diffusion 

from spherical source by the equation 

 

 𝜕𝑐

𝜕𝑡
=

𝐷

𝑟2

∂

∂r
(𝑟2

∂c

∂r
)      (3.9) 

 

solved in the interval  < r < R. The boundary condition at the SPP-bulk interface is 

derived by differentiating of generalized eq. (3.8) 

 

 
𝑐𝑝(𝑡) = 𝑐(𝛿, 𝑡)𝑒

𝐸𝑏
𝑘𝑏𝑇(𝑡) (3.10) 

 

with respect to time, considering the particle conservation and assuming 

homogeneous distribution of DS within SPP and local thermal equilibrium as 

 

 𝜕𝑐

𝜕𝑡
|
𝑟=𝛿

= 𝑐(𝛿)
𝐸𝐵

𝑘𝑏𝑇2

𝜕𝑇

𝜕𝑡
+

3𝐷

𝛿𝑒
𝐸𝑏
𝑘𝑏𝑇

𝜕𝑐

𝜕𝑟
 . 

(3.11) 

 

The boundary condition at the outer diameter R is calculated as 

 

 𝜕𝑐

𝜕𝑡
|
𝑟=𝑅

= 𝐷
𝜕2𝑐

𝜕𝑟2
|
𝑟=𝑅

 (3.12) 

 

considering particle conservation within the spherical region dc/dr = 0 at r = R. 

The diffusion equation (3.9) with defined boundary conditions (3.11), (3.12) is 

time-integrated numerically with Adaptive Step-size Control of the fourth-order 

Runge-Kutta method [55]. Integrating c(r,t) may be applied for the calculation of 

total amount of charged DS in the bulk. The calculation may be also done more 

effectively, when the conservation of DS and the local equilibrium between SPP and 

adjacent bulk are considered. The mean DS density in the bulk may than be 

calculated as 
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𝑐̅ = 𝑐0 +

𝛿3

𝑅3
(𝑐0𝑒

𝐸𝑏
𝑘𝑏𝑇0−𝑐(𝛿, 𝑡)𝑒

𝐸𝑏
𝑘𝑏𝑇) (3.13) 

 

where T0 is the initial temperature. 

The outlined model was successfully applied in the fit of p(t) in the sample 

subjected to the thermal changes shown in Fig. 3.21 by the formula 

 

 
𝑝 = 𝑁𝑎1 +

𝑁𝑎2

1 + 4𝑒
𝐸𝑎2−𝐸𝐹
𝑘𝑏𝑇0

− 𝑐̅ . 
(3.14) 

 

In addition to the DS treated as shallow donors, two acceptor levels were included 

into the defect model to assure the p-type character of the material. The first level 

with the density Na1 is a shallow level totally ionized in the range of temperatures 

used. The second level is characterized by the density Na2 and ionization energy Ea2. 

It assures the slight increase of p in the initial heating up to ~ 80°C. The Fermi 

energy 𝐸𝐹 could be deduced from the experimental p in the temperature interval 303 

K - 453 K and a linear form 

 

 𝐸𝐹(𝑚𝑒𝑉) = −64 + 1.2𝑇  . 
(3.15) 

 

appeared quite satisfactory to describe its course. Fermi energy is defined relatively 

to the valence band maximum here. 

The simulation of p is shown by dashed lines in Fig. 3.23. The model parameters 

are: Np = 4.5 ×105 cm3,  = 2 m, Eb= 0.37 eV, c0 = 3.6 × 1012 cm3, D0 = 4 × 10-3 cm2 

s-1, ED = 0.3 eV, Na1 = 1.9 × 1014 cm-3, Na2 = 3.2 × 1013 cm-3 and Ea2 = 0.25 eV. None 

of the parameters falls out of the range of values routinely observed or presumed in 

p-CdTe with Te inclusions. We give also other relevant quantities characterizing the 

model: the sphere radius R = 81 m, diffusion length at 140°C and characteristic time 

1 min L = 72m, equilibrium density of DS at 140°C c0(140°C) = 5.8 × 1013 cm-3, 

and the total density of DS in the bulk and in SPPs ctot = 8.9 × 1013 cm-3. 
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Fig. 3.23: Fit of the hole density vs temperature plotted in Fig. 3.21. Full lines show 

the complete fit including the irreversible source of acceptors. Dashed lines show the 

results without the irreversible processes. The inset displays the fitted experiment. 

 

The appearance of an irreversible mechanism leading to the increase of p at the 

heating above 140°C and manifested by the loop at the measurement to 180°C was 

not involved in the model. We assume that this effect is caused by an activation of a 

source of acceptors at increased temperature in the sample. We thus attached an 

appropriate thermally activated process into the model via the form 

 

 𝜕𝑝

𝜕𝑡
= 𝛼𝑒

−
𝐸𝑎
𝑘𝑏𝑇 (3.16) 

 

where  = 6 × 1016 cm-3 s-1 and Ea = 0.65 eV. The initial condition 𝒑̃ = 0 was used. 

On integrating eq. (3.16) numerically along the T(t), calculated 𝒑̃ was added to 

previously obtained p. Final curves are shown as full lines in Fig. 3.23.  Due to the 
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irreversible character of the process, its detailed exploration was not possible in this 

experimental scheme. 

For the sake of lucidity, the simulation of each loop starts from the same initial 

conditions so that the heating period follows always the same curve. In case of real 

experiment, the measurement of the loop above 140°C induced the irreversible 

change of the sample and subsequent loops followed unlike paths. The curve 

depicting cooling phase of the loop up to 100°C passes at slightly higher p compared 

to the experiment. This deviation is caused by a longer delay (25 min) at the 

maximum temperature than it was in other loops (~15 min), and leads to 

correspondingly enhanced appearance of DS. 

It should be pointed out that a fit of similar quality could be obtained with a 

different choice of parameters so that given parameters do not represent a unique 

possibility to fit the experimental data properly. The aim of the above simulations 

was the qualitative demonstration of the validity of the model depicting the observed 

effects. The qualitative description of the data would require a more detailed 

determination of the properties of SPPs involving the generalization of the model to 

randomly distributed SPPs with variable magnitude. 

In contrast to the double-exponential relaxation of (t) measured at constant 

temperature as shown in Fig. 3.8, analogous simulations using the presented model 

followed steadily the single-exponential rule. One should thus cogitate on the reason 

of the discrepancy. The similarity of EDs ≈ EDf indicates that the slow and fast 

relaxations are mediated by the same DS. We thus deduce that the different rates are 

induced by variable density and radii of SPPs as seen in Fig. 3.14 and consecutively 

by different characteristic relaxation rates within the crystal. The double-exponential 

relaxation points to two distinguished regions in the bulk with specific SPP 

properties. 

 

3.2.2 Summary of continuous temperature changes 
 

 

In this section we described the conductivity and Hall-effect measurements in p-type 

CdTe subjected to thermal changes in the range of 30-180°C.We have shown that 

thermal changes often lead to anomalous behavior of the hole density characterized 
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by reversible decrease/increase at the heating/cooling regime. The anomaly was 

explained by the transfer of fast diffusing donors between Te inclusions and ambient 

bulk. Sodium and potassium were proposed as the most probable diffusing species by 

the SIMS. Theoretical model based on this premise was built up and successfully 

applied to experimental data. 

 
 

3.3 Oxidation and erosion of CdTe surface in distilled water and 
NaCl solution 

 

3.3.1 Oxidation and erosion of CdTe surface in distilled water 

 

 

In the field of room-temperature X-ray and gamma-ray detectors, CdTe and CdZnTe, 

are long-term considered as promising semiconductor materials. The performance of 

these detectors is principally influenced by the quality of surface treatment, 

particularly by mechanical polishing and subsequent chemical etching in a bromine-

methanol solution [56]. Besides, in the case of chemical Au contact preparation 

commonly used for this semiconductor [57] the detector material is immersed into 

distilled water solution of AuCl3. Upon contact preparation, the surface of the 

detector is commonly exposed to distilled water, which can lead also to oxidization 

of the detector surface [58]. Studies have shown that the oxidization contributes to 

the leakage current by changing the conducting properties of the detector [59]. The 

leakage current consequently affects many aspects of the device operation and 

performance. Several ellipsometric studies have been carried out [60,61,62,63] to 

evaluate the surface layer thickness with respect to the surface preparation techniques 

and history. The oxygen bound merely to Te was determined by XPS measurements 

after long-term storage of the sample in air [61].  

The oxidation of semiconductor’s surface exposed to air or immersed in a liquid 

constitutes an important process significantly influencing the surface properties of 

specimens as well as the quality of electronic devices. Models describing oxidation 

of silicon mostly rely on the Deal-Grove theory [64,65,66] defining the velocity of 

oxidation by the diffusion of oxygen through the oxide layer. Wet oxidation of 

AlGaAs at elevated temperature showed constant oxidation rate in the range of oxide 
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later thickness 10-250 nm [67]. Concurrently with the corrosion of metals, which 

represents basically analogous phenomenon, the oxidation of solids was extensively 

investigated for decades [68,69]. To the best of our knowledge, the study of a surface 

oxide layer formation and its thickness evolution with respect to the time of its 

immersion in distilled water has not been reported in CdTe and CdZnTe yet. The 

knowledge of these dynamics may help to better understand the process of surface 

oxide formation and surface degradation, which plays a key role in the production of 

high quality and stable detectors.  

The unintentional contamination of semiconductors constantly bothers 

researchers at any treatment with the high purity material. Fast diffusing species 

mainly issuing from group one elements in the periodic table are the most critical 

pollutants since they could contaminate not only the thin surface layer but they may 

penetrate deep in the bulk of the material and depreciate this way its demanded 

properties. In our opinion, sodium represents one of the most dangerous elements in 

this group due to its abundance in the ambient. The diffusion of sodium was 

suggested as the most probable mechanism responsible for fast changes of electrical 

properties of p-CdTe subject to moderate thermal changes [70]. Despite the practical 

importance, the penetration of Na into CdTe remained unattached by researchers so 

far. High temperature diffusion of Na was studied in [71]. 

In this chapter we investigated the effect of the immersion of CdTe in distilled 

water and in NaCl solution on the degradation of its surface. The purpose of the 

research was the completion of data measured on samples stored on air by analogous 

research using treatment in liquids. The samples were stored at fixed temperature 

500C for 1-400 h either in distilled water or in NaCl solution. Grown surface oxides 

and surface degradation were studied by ellipsometry and by SIMS. It was proved 

that the oxidization proceeds much faster in water than in the air reaching 10 nm of 

surface oxide after 400h immersion. The investigation of Na diffusion revealed, up to 

500nm thick affected layer found by SIMS in the sample long-term stored in NaCl 

solution. 

CdTe crystals were grown just as for the previous experiments, by the Vertical-

gradient freezing method. Single-crystalline samples, cut from the CdTe ingot, were 

high-quality intentionally undoped p-type crystals with the hole mobility close to 75 

cm2V-1s-1 at 300 K. The samples in our investigation were square shaped with the 

resistivity in the range of 200 to 400 Ωcm and typical dimensions of 5x5x2 mm3. 
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The samples were polished and etched to remove a damaged layer from the surface 

induced by cutting. Prior to each set of experiments the top surface was chemo-

mechanically polished for 30 s on a silk pad using a 3% Br-ethylene glycol solution. 

Afterwards, the sample was immersed into 3% Br2-methanol solution for the same 

time keeping the top surface oriented upwards. To observe and describe the evolution 

of the surface oxide layer the sample was immersed into a reservoir with distilled 

water heated at 50°C for 1h-400h time extent. A combination of spectroscopic 

ellipsometry, XPS and SIMS were employed to systematically study the evolution of 

surface oxide and CdTe near surface. 

Although spectrally dependent optical properties of bulk CdTe can be found 

elsewhere [62,72,73], they might slightly differ with respect to the growth method 

and stoichiometry of the sample. Therefore, the spectral dependence of optical 

properties of studied CdTe samples was deduced prior to the distilled water 

immersions. Since the measurements have been done right after the surface 

preparation (within 2 minutes) we did not consider the surface oxide layer in the 

model structure. A set of Tauc-Lorentz oscillators was used to parametrize the 

spectral dependence of CdTe optical properties. Resulting spectra of the optical 

parameters of the etched CdTe are plotted in Fig. 3.24 and they follow the 

dependencies already published in the literature [61]. 

 

Fig. 3.24: Optical parameters of bulk CdTe determined from ellipsometry. 
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Knowing the optical parameters of bulk CdTe, the sample was immersed into 

distilled water for certain period. Afterwards, the sample was taken out, dried by 

pressurized air and immediately measured by ellipsometry. Experimental spectra of 

ellipsometric parameters Psi and Delta for an etched and 48h immersed sample are 

shown in Fig. 3.25. 

 

Fig. 3.25: Experimental spectra of ellipsometric parameters Psi and Delta for etched 

and 48h treated sample in distilled water. 

 

From this figure one can see that the immersion resulted in different optical response 

of the sample. A set of experimental data for immersion times varying from 45 min 

to 96 h was obtained and fitted at once using the model structure of a single surface 

oxide layer with roughness on bulk CdTe. Optical parameters of CdTe were taken 

from the measurements on bare CdTe right after the surface preparation and the 

parameters of the surface oxide were taken from the literature [61] (parametrized by 

Cauchy relation). Only the surface roughness and surface oxide thickness were the 

parameters allowed to fit, since we considered that the optical properties of CdTe and 

surface oxide do not change during the oxidation. An example of the fit of 

experimental data for the immersion time of 48 hours is shown in Fig. 3.26. 
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Fig. 3.26: Theoretical fit for 48h surface treated sample in distilled water. 

 

The fit is in a reasonable agreement with experimental data and the deviations 

may have origin in slightly different optical properties of Te oxide on the surface. 

Another explanation of deviations can be the loss of ideal planar surface due to 

lengthy water exposure, since the oxide formation is a complex process. 

As it is apparent in Fig. 3.25, the 48-hour treatment shifted both ellipsometric 

angles Ψ and Δ (red and blue lines respectively). The changes are more pronounced 

in Δ spectrum, which is related to the change of the phase of light upon the reflection, 

and suggest certain changes at the surface. With the aforementioned model structure, 

the spectrum could be fitted, as it is shown in Fig. 3.26. It should be mentioned that 

the distinct water treatment periods were chosen in a random time interval series to 

avoid the pertinent effect of systematic degradation of the sample surface. The 

sequence of periods was alternated between short and long-time intervals. 

The thickness and roughness of the oxide layer evaluated by the above defined 

procedures are shown in Fig. 3.27. 
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Fig. 3.27: Evaluated thickness and roughness for different time intervals for the 

distilled water treated sample. 

 

Despite of slightly scattered data it is clearly seen that the growth of the oxide layer 

may be conveniently expressed by a linear function of the square root of time. The fit 

of the oxide thickness yields 

 

 𝑙(𝑚𝑚) = 1.7 + 0.54√𝑡(ℎ). (3.17) 

 

A qualitative model describing the oxide layer formation is presented also in the next 

section. 

The chemical composition of the surface layer was evaluated from XPS 

measurements. The XPS spectra were first measured on the as-received etched 

surface and then after 96 hours distilled-water surface treatment. Fig. 3.28 shows 

examples of Te3d XPS spectra. 
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Fig. 3.28: Example of Te3d (a) and Cd3d (b) photoelectron spectra taken on etched 

surface and after 96 hours distilled-water surface treatment of CdTe sample.  

 

Te3d spectrum is composed of oxide (doublet at binding energy (BE) of 576.1 

eV and spin-orbital splitting =10.4 eV) and elemental (doublet at BE 572.5 eV and 

=10.4 eV) components, as indicated in the figure 3.21. It was found that both of 

these surfaces are enriched with Te. While the value of the Te/Cd atomic ratio on the 

etched surface was below 1.3, the value of this atomic ratio on the treated surface 

was substantially higher (1.85). After the etching of the surface, the XPS spectrum 

lacked the doublet for an oxide bound to tellurium and contained only the peaks for 

elemental tellurium. The absence of the surface oxide layer after the etching 

corresponds with our expectation and with other measurements [61]. After the 

surface treatment of the sample in distilled water, the oxide doublet was clearly 

visible. The value of the Te oxide/Te elemental atomic ratio on treated surface was 

2.3. According to Bahl et al. [74], the position of the XPS peaks confirms the 

formation of a TeO2 layer.  
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Fig. 3.29: Example of Cd3d photoelectron spectra taken on etched surface and after 

96 hours distilled-water surface treatment of CdTe sample. 

 

Passivation and oxide formation were discussed in the literature [75], where it 

was found that the surface composition depends strongly on the treatment procedure. 

Cd 3d photoelectron spectrum in the Fig. 3.29 composed of a doublet located at BE 

405.3 eV and having spin-orbital splitting =6.8 eV. We attributed this doublet to 

CdTe base material. The published BE values of Cd 3d5/2 emission line are 404.9 eV 

for thermal oxide and those in CdO, CdTe and CdTeO3 are 403.0, 405.1 and  

405.7 eV, respectively. Thus, the presence of phase should be indicated by a new or 

shoulder of the main CdTe peaks in the spectrum. In our case we did not observed 

any traces of additional component. Detail analysis of XP spectra showed only very 

slight broadening of the photoemission peak profile after treatment in distilled water. 

It can be attributed to the CdTe-oxide interface. It is also consistent with our 

previously published results in [61], [76] and [77]. 

In this section we propose a qualitative model conveniently explaining all 

experimental findings. Consistent theory of the oxidation of CdTe and CdZnTe 

should satisfactorily comprise the following demands: 

1. As discovered by ellipsometry, the thickness of the oxide layer should be 

defined by the square root of time according to equation (3.17). 

2. At the start of oxidation a layer with thickness about 1.7 nm is created very fast. 
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3. The oxide layer is dominantly formed by oxides of tellurium revealed by XPS. 

4. The Te/Cd atomic ratio increases during the treatment. Consequently, cadmium 

should disappear from the surface layer in the process. 

Two mechanisms are defining the oxidation of material surface widely studied in 

the literature being distinguished by a driving force forwarding the process. A 

diffusion model assuming the diffusion of oxygen through oxide layer was proposed 

at the explanation of silicon [64] and copper oxidation [69]. In metals, the theory 

mostly stems from diffusion and drift of ions from the metal through the oxide to the 

oxide-gas interface where they react to the oxide [66], [68]. We shall combine both 

mechanisms here. The principle of the model is schematically outlined in Fig. 3.30. 

 

 

Fig. 3.30: A schematic layer configuration and processes on the surface of CdTe 

treated in water and in saturated NaCl solution. On the surface of CdTe a TeOx oxide 

layer is disposed, denoted by interface II. The interface between the water or NaCl 

solution and TeOx is denoted by I. Water molecules diffuse through the oxide with 

thickness l to CdTe and Cd cations drift from CdTe to water. Excess H2 diffuses to 

water as well. In case of CdTe immersed in NaCl solution Na diffuses through the 

TeOx to CdTe where it drifts interstitially as Na+ ion and it is trapped in Cd sublattice 

liberating Cd cations. 
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Cd 
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l 
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The oxidation is driven by the reaction of water oxygen via chemical reaction 

 

 
2 2xCdTe xH O TeO xH Cd+ −  + + . (3.18) 

 

Alternatively, the OH- ions could enter into the reaction as well and single atomic 

hydrogen H+ could appear instead of H2. Water molecules diffuse through the oxide 

layer and degrade CdTe liberating Cd+ ions. Cd+ ions drift to the liquid forwarded by 

electric field oriented outward from CdTe to the water. The potential difference 

between water and CdTe is induced by excess of Cd+ at the oxide-CdTe interface and 

also by contact potential difference. As it was observed in multiple metals [68], the 

initial stage of oxidation may occur much faster than the rest of the process. This 

phenomenon is probably caused by softer oxide structure localized few atomic layers 

adjacent to the liquid. The velocity of the oxidation is limited by the transport of 

species across the oxide layer. Oxygen is transported from water to CdTe and Cd 

moves in the opposite direction. Hereafter we shall assume that Cd+ ions are less 

mobile than water molecules and the supply of H2O to the oxide-CdTe interface is 

fast. Consequently, the rate of the drift of Cd+ is the most critical kinetic quantity 

limiting the process. 

The flux of Cd+ across the oxide layer J is given by 

 

 𝐽 = 𝐸𝜇[𝐶𝑑+] 
(3.19) 

 

where μ is the Cd ions mobility and Ε is the electric field distributed in the oxide 

defined by the electric potential difference on the oxide interfaces Ε=-δφ/l. [Cd+] 

denotes the Cd+ density. Let us note that Ε and J are negative according the scheme 

in Fig. 3.30. 

The soft oxide formed at the start of process allows much faster drift of Cd+ than 

it occurs in thicker oxide when the oxide structure becomes stiff. With aim to fit eq. 

(3.17) we express the dependence of μ on oxide thickness l by a trial function 

 

 
𝜇(𝑙) =

𝜇0𝑙

𝑙 − 𝑙0
 (3.20) 
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which expresses the stabilization of μ in thick oxide layer in a final mobility μ0 in 

thick oxide and l0 characterizes the thickness of the soft oxide. For l<l0 the mobility 

μ(l) is very large and it is approximated by infinity in this model. The rate of the 

growth of oxide layer is described by the equation 

 

 𝑑𝑙

𝑑𝑡
= −

𝐽

𝑛0
 (3.21) 

 

where n0 is the density of Te atoms in the oxide. Putting equations (3.19-3.21) 

together, we may compose the differential equation 

 

 𝑑𝑙

𝑑𝑡
=

𝜕𝜑𝜇0[𝐶𝑑+]

𝑛0(𝑙 − 𝑙0)
 (3.22) 

 

which may be easily integrated, giving the solution 

 

 

𝑙 = 𝑙0 + √
2𝜕𝜑𝜇0

𝑛0

[𝐶𝑑+]𝑡 . (3.23) 

 

Final form (3.23) is equal to the fit of the experiment (3.17). Comparing eqs. (3.17) 

and (3.23), we may deduce for model parameters  

 

 2𝜕𝜑𝜇0

𝑛0
[𝐶𝑑+] = (0.54 × 10−7)2 3600⁄ = 8.1 × 10−19(𝑐𝑚2𝑠−1). (3.24) 

 

Taking characteristic n0 for the tetragonal TeO2 n0 = 2.3×1022 cm-3, we obtain δφ μ0 

[Cd+] = 9.3×103 cm-1s-1. Since we do not possess a technique for determination of δφ, 

μ0 or [Cd+] the model remains on a qualitative level in this respect. 

Let us note that suggested model accords with the Cabrera-Mott limit of the 

high-field approximation [68] stating that the minimum oxide thickness, which could 

effectively screen the contact potential, should exceed 10 nm. In our case the oxide 

thickness does not reach such a value and the drift model is supported by this way.  

Nevertheless, another model based on Cd+ drift weakly different from the 

premises above could be created as well. This alternative model might start from an 
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assumption that negative charge inducing the electric field in the oxide is not 

localized on the water-oxide interface but it penetrates the soft oxide and localizes at 

the depth l0 below the oxide surface. Such premise allows us to derive eq. (3.17) 

without the assumption of l-dependent μ. While the former model foresees the 

variable μ(l) depending on l but independent of the position, the latter model steadily 

splits the oxide layer in the soft layer with the thickness l0 and stiff layer in the rest 

thickness l-l0. Existing data do not allow us to give preference to one of the models. 

 

3.3.2 Atomic force microscopy of the treated samples 

 

In order to compare and characterize the treated samples in distilled water and in 

saturated NaCl solution the surface of the samples were scanned by a Bruker EDGE 

Atomic Force Microscope (AFM) with a closed-loop scanner. The silicon probe 

NCHV-A (see below on Fig. 3.31) was operated in tapping mode with a resonant 

frequency of 300 kHz. 

 

 

 

 Fig. 3.31: NCHV-A tip specification for the AFM microscope. 

 

On the below Fig. 3.32 the surfaces of the etched sample and the water treated 

sample for 45 min are shown. For the proper orientation the surface was marked with 

a V sign which is visible in the lower part of the images. 
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Fig. 3.32: Optical image of the etched surface and the water treated surface (45 min) 

of the sample. 

 

Fig. 3.33: Scan of the etched surface (left) and the water treated surface (45 min) 

with AFM (right). 

 

On the above Fig. 3.33 two AFM scans are depicted for the etched surface and for 

the water treated surface (45 min) As it is visible from the above scans, the water 

treated sample has higher roughness compared to the etched surface and there are 

also small stains with a diameter of 2-5 m. Thus, the water treated sample was 

contaminated and also had relatively big impurities on the surface which made it 

difficult to scan with AFM.  
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Fig. 3.34: Scan of the water treated surface (45 min) and a profile height 

measurement corresponding to the blue horizontal line on the upper image. 

 

The scanning of the water treated surface, as shown on Fig. 3.34, was uneasy due to 

the relatively high impurities on the surface of the sample. The impurities also 

contaminated the silicon probe, which resulted in less accurate scans. The images at 

higher resolution scans were systematically defected. With longer treatment times the 

oxide layer and the concentration of the impurities on the surface increased and AFM 

measurements would be even more problematic. Therefore, it was decided to not 

continue with this type of measurements and focus more on the ellipsometric 

measurements, described in section 2.6. 
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3.3.3 Oxidation and erosion of CdTe surface in NaCl solution 
 

 

To better understand the effect of polluted ambient on the CdTe surface vitiation the 

saturated NaCl water solution was chosen. Na element is in suspect to diffuse fast in 

the CdTe lattice that could affect electrical properties of devices. It also strongly 

reacts with the acceptor-type defects. It is assumed that Na as the group I element 

diffuses fast interstitially similarly as Li [53], so it can also fast penetrate the material 

and bind to native defects undetected by chemical profile analyses. The structure of 

the surface and Na distribution can be sufficiently examined by the SIMS method, 

which is well sensitive to Na. 

No exact diffusion data on Na for temperature less than 500K are found in the 

literature. The diffusion coefficient of Na DNa was measured at T=500-700K [71] on 

semi-insulating p-CdTe:Cl 

 

 
𝐷𝑁𝑎 = 1.18 × 10−6𝑒

−0.25𝑒𝑉
𝑘𝐵𝑇 (𝑐𝑚2𝑠−1). (3.25) 

 

Similar activation energy, 0.3 eV, of resistivity relaxation in p-CdTe subjected to 

cyclic thermal changes were reported in [70]. 

Extrapolating eq. (10) to 50°C confirms our assumption of pretty fast Na 

diffusion with DNa(50°C) = 1.5×10-10 cm2s-1. We show in Fig. 3.35 the SIMS 

measurement of normalized profiles of [Na] near the surface after the treatment of 

the samples in salt water. It can be seen that the damping of [Na] with the depth is 

much steeper than it would correspond to the DNa above. The thickness of the 

affected layer defined by the drop of normalized density to 0.1 vs time is shown in 

Fig. 3.36.  
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Fig. 3.35: Normalized density of Na distributed in the CdTe sample after 24h, 100h, 

and 400h treatment times.  

 

 

Fig. 3.36: Temporal dependence of penetration depth of Na into CdTe. Full squares 

were deduced directly from the data, open square was obtained by an extrapolation 

of the Na profile near the surface. Full (red) line is the fit. Dash line shows the slope 

1 guide. 
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We may see that the slope of the Na penetration is close to 1. Such finding excludes 

the diffusion model of Na penetration that would have to be characterized by a ½ 

slope. We thus have to search for another model describing Na propagation. We 

deduce that determined profiles are connected with the trapping of Na on point 

defects created in the material. We assume the Na+ drifts interstitially in the electric 

field induced by charge redistribution near the CdTe surface. It is significantly 

trapped in the lattice substituting Cd by the reaction  

 

 CdTe + NaI  →  NaCdTe + CdI . (3.26) 

 

Sodium may spend significant time as the Cd-substituting species before its 

repeated liberation. Since the re-liberation energy of NaCd could be pretty large, the 

migration of Na at room temperature may be much slower than one could estimate 

from the extrapolation of DNa in eq. (10) to the low temperature. We may thus 

conclude that the long-term treatment of CdTe in the salt water may affect the bulk to 

the depth of hundreds nm. Unfortunately, SIMS does not allow us exact 

determination of the defect density. 

If we estimate the band bending characterizing the electric potential near the 

surface by ~ 0.1 eV and the width of depletion layer deduced from the sample bulk 

resistivity 300 Ωcm to W=1μm, we may calculate the effective Na mobility in p-

CdTe at 50°C as μNa~10-14cm2V-1s-1. The respective diffusion coefficient deduced via 

Einstein relation results DNa~10-15cm2s-1. 

For Fig. 3.35 we need to note that for the 24h treatment the Na distribution near 

to the surface could not be measured with the same precision as for the longer times. 

This is due to the fact, that the oxide thickness for 24h is around 6 nm (see Fig. 3.27), 

which is comparable to the Na penetration depth. Simultaneously, the detected Na 

profile is influenced by the matrix effect caused by the oxidized surface layer. In 

order to estimate the maximum Na concentration, for the 24h measurement for the 

normalized distribution, we extrapolated the first three measured data, obtained at 

depth 12-22 nm, linearly to gain a theoretical maximum at the surface. From this 

theoretical maximum and the first value in the graph (representing the measured 

concentration maximum) we calculated a geometrical average, which was used to 

normalize the measured data with the aim to receive an analogical curve as we 
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gained for the longer treatment times. For the longer treatment times, the 

concentration was normalized without any correction.  

 

3.3.4 Summary of oxidation and erosion of CdTe surface 
 

 

The evolution of the surface structure of low resistivity p-type CdTe single crystals 

long-term treated in distilled water and NaCl solution at 50°C was investigated by 

ellipsometry, XPS and SIMS. It was revealed that the oxidation of CdTe surface 

proceeds significantly faster than it was observed in air and reached 7 nm after 100 h 

treatment. As the mechanism limiting the oxidation process, the drift of Cd ions 

through the oxide layer was suggested and theoretical models were elaborated. The 

treatment in NaCl solution showed significantly slower Na diffusion than it could be 

deduced from diffusion at higher temperatures. This effect was explained by trapping 

of Na in Cd sublattice. 

 

3.4 Photoluminescence measurement of as-grown sample 

 

 

For obtaining additional information about the defect structure of the p-CdTe 

samples we performed a supplementary low-temperature photoluminescence (PL) 

measurement. An as-grown sample was chosen from the same crystal area as the 

samples investigated in chapters 3.1, 3.2 and 3.3.  

During the PL measurements at low temperature less than 10 K we observed 

several spectral lines in the vicinity of the bandgap (see Fig. 3.37Fig. 3.37: The 

photoluminescence spectra of an as-grown sample.) related to the recombinations of 

free exciton (FX and its phonon replicas FX-LO and FX-2LO) and excitons bound to 

the shallow levels. We identified recombination of exciton (D0-X) bound to the 

shallow neutral donor localized 3 meV below the bandgap. Two types of shallow 

neutral acceptors at 6 meV (A1
0-X) and 7 meV (A2

0-X) above the valence band were 

also observed from which the more significant (A2
0-X) is accompanied by three 

phonon replicas. Another PL line was observed 1.539 eV. According to Molva et. al. 

[78] its probable origin is the so called „two-hole-transition” (THT) related to the 
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recombination of the exciton bound to the shallow neutral acceptor (A2
0-X) 

accompanied by the excitation of the hole at the acceptor to the state 3S3/2. Based on 

[78] and this coincidence we can clearly conclude that (A2
0-X) is related to the 

presence of sodium atoms embedded in Cd sublattice forming substitution defect 

NaCd. 

Fig. 3.37: The photoluminescence spectra of an as-grown sample. 

 

The observation of Na in the PL spectrum of the as-grown sample is in good 

agreement with our conclusions in chapters 3.1.2 and 3.2.2. Sodium is a volatile 

element in the crystal lattice either substituting Cd in the Cd sublattice (NaCd) 

forming shallow acceptor or liberated in the interstitial site (NaI) being a fast 

diffusing shallow donor. 
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4. Conclusion 
 

 

In this thesis the thermal stability of p-type CdTe single crystals from as grown ingot 

was studied. In order to describe the observed characteristics of the crystal, 

conductivity, Hall-effect measurements XPS and SIMS measurements were 

combined. First, step-like temperature changes in the interval 30-100°C followed by 

a dwell were applied, in which the relaxation of resistivity and Hall coefficient were 

monitored. While Sample I exhibited increasing/decreasing resistivity after 

increasing/decreasing temperature step, an opposite behavior was identified at 

Sample II. Faster relaxation of Sample I allowed us to establish the activation energy 

of the process 0.3 eV. The relaxation effects were attributed to fast diffusing group I 

donors penetrating the material at densities ~ 1013cm-3 in Sample I and ~ 1014 cm-3 in 

Sample II. 

In the following part of the thesis conductivity and Hall-effect measurements in 

p-type CdTe single crystals were performed by continuous thermal changes in the 

range of 30-180°C. It was shown that thermal changes often lead to anomalous 

behavior of the hole density characterized by reversible decrease/increase at the 

heating/cooling regime. The anomaly was explained by the transfer of fast diffusing 

donors between Te inclusions and ambient bulk. Sodium and potassium were 

proposed as the most probable diffusing species by the SIMS. Theoretical model 

based on this premise was built up and successfully applied to experimental data. 

Besides, the evolution of the surface structure of low resistivity p-type CdTe 

single crystals was studied. The crystals were long-term treated in distilled water and 

NaCl solution at 50°C and investigated by ellipsometry, XPS and SIMS. It was 

revealed that the oxidation of CdTe surface proceeds significantly faster than it was 

observed in air and reached 7 nm after 100 h treatment. As the mechanism limiting 

the oxidation process, the drift of Cd ions through the oxide layer was suggested and 

theoretical models were elaborated. The treatment in NaCl solution showed 

significantly slower Na diffusion than it could be deduced from diffusion at higher 

temperatures. This effect was explained by trapping of Na in Cd sublattice. The 

presence of Na was also affirmed by the analysis of the low temperature PL 

spectrum.  
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