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1. Introduction
Generation of intense and coherent pulses employing stimulated emission at var-
ious photon energies became very popular since 1960 when T. H. Maiman lit
up the first laser operating in visible regime employing radiative transition in
ruby [1]. Great progress in achieving much higher intensities was attained in
1980’s by D. Strickland and G. Mourou who developed a technique called chirped
pulse amplification [2]. Using this technique, it is possible to amplify laser pulses
up to petawatt intensities without damaging an active medium. Increase of the
pulse energy in terms of number of photons is therefore known for quite a long
time. Generation of intense pulses consisting of high-energy photons ranging from
extreme ultraviolet (XUV) to soft X-rays (SXR), i.e. 10 eV–10 keV, is however
not possible using conventional approaches as the interaction of such photons
with matter can be entirely different. A notable milestone in generation of short-
wavelength radiation was set by an advent of free-electron lasers (FELs) capable
to deliver ultrashort (1–100 fs) and extremely bright pulses covering otherwise
unreachable short-wavelength part of the photon spectrum [3–12].

Two decades ago, R. W. Lee et al. [13,14] proposed that construction of X-ray
laser sources based on X-ray FEL (XFEL) can move our understanding of pro-
cesses in dense plasmas beyond the current knowledge. Modern FELs providing
femtosecond pulses with energies reaching multi-millijoules are focusable down
to sub-micron spots giving thus intensities from 1017 W/cm2 [15] up to immense
1020 W/cm2 [16].

In correspondence to experiment described later in this work, let us consider
an ultrashort pulse consisting of 1012 40-eV photons which are focused down to
a 2 × 2 µm large spot on an aluminium target. Attenuation length of the 40-
eV radiation is 430 nm and irradiated volume is thus approximately 0.4 µm3.
Photons of such energy interact predominantly with free electrons via the inverse
bremsstrahlung process. Each of 1011 irradiated Al atoms provides 3 M-shell
electrons into the conduction band and every of them hence absorbs around 3
photons. This corresponds to thermal energy exceeding 100 eV, i.e. million
Kelvins! It is important to note, that after transfer of the pulse energy into
electrons there are still relatively cold ions which had no time to move so far and
such heating can be thus considered as isochoric. This exotic state is called warm
dense matter (WDM) and is a part of the high energy density physics (HEDP)
encompassing states of matter with energy densities exceeding the threshold of
1011 J/m3(1). WDM is naturally not present on Earth and in laboratory conditions
it lasts only for a very limited time. It can be however found in astrophysical
objects such as cores of large planets and stars (Saturn or Jupiter) [18–20], white
dwarfs and neutron stars [21]. Proper understanding and description of WDM is
also important for inertial confinement fusion (ICF) – a potential almost infinite
source of energy for future generations [22,23].

Complex processes connected with high energy density usually play a negligi-
ble role in ideal dilute plasmas. They may however significantly affect properties
and time-evolution of WDM and other kinds of dense plasmas. Experimental
investigation of such states of matter thus forms an excellent testbed for current

(1)This threshold was defined by authors of HEDP journal [17].
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theoretical models and computer simulations. Nevertheless, reliability of exper-
imental data is due to high complexity of such experiments often questionable
and great attention must be paid on valid data interpretation.

Besides using strong EM field intensities and laser-produced plasma, HEDP
including the WDM regime can be achieved also by intense ion beams [24] or shock
compression experiments. In the latter case laser-driven shock wave compresses
volume of metals to half and more of the original one which induces pressures
reaching units of Mbars(2) [26–29] while heating the material to modest temper-
atures around 1 eV [30]. These conditions provide an insight into structure and
dynamics of terrestrial and extra terrestrial planets, asteroid and meteorite im-
pact, planet formation by collision processes and new compounds [31]. M. Ross
in his paper titled “The ice layer in Uranus and Neptune – diamonds in the
sky?” [32] suggested that Mbar pressures and temperatures of ∼5000 K, which
can be found inside the cores of large gaseous planets, lead to disintegration of
methane and other hydrocarbons. And, that carbon exposed to these extreme
conditions can be then found in a metallic or possibly diamond form. Latest
shock-wave experiments showed, that diamond formation at these conditions is
indeed feasible [33]. Recent experiments employing diamond anvil cells [34] con-
firm more than 80-years-old theoretical prediction that hydrogen can be found in
metallic form under megabar pressures and explain thus origin of Jupiter’s mag-
netosphere [35]. Although researchers originally thought that use of diamond
anvil cells is limited to Mbar pressures because of finite strength of diamond,
a special technique shown that even higher pressures, up to terapascals, can be
reached [36]. Pressures exceeding 1 Mbar can be also used to increase critical
temperature of superconductors up to 250 K [37].

As outlined in the previous paragraphs, FELs facilities and other powerful
light sources open up unprecedented opportunities to explore new kinds of in-
teraction such as isochoric heating and generation of extreme pressures. Great
brightness of XFEL pulses further pushes resolution of X-ray microscopy [38] and
coherent diffractive imaging (CDI) [39] beyond the current limits. Availability of
these pulses at megahertz repetition rates makes it feasible to record thousands
up to millions of diffraction patterns and reconstruct fine structures of mimivirus
particles and nanocrystals [40–42].

Furthermore, complex diagnostic methods provide us opportunity to deter-
mine time scales of various processes with delicious temporal resolution. We
are nowadays able to describe and observe processes which start right after ar-
rival of the first energetic photons such as direct core-electron ionization followed
by Auger decay or inverse bremsstrahlung dependent on electron temperature.
Light energy is, by these and other absorption processes, transferred into elec-
tron ionization and formation of high-energy electron distribution. Removal of
binding electrons from their positions may lead to ultrafast nonthermal phase
transitions, melting and consequential lattice disruption [43–48]. Equilibration of
electron and ion temperatures via electron–phonon coupling and/or electron–ion
collisions leads to thermal melting of the irradiated material which can be then

(2)Mbar pressure could be experienced, for example, while swimming in depth of 10 thousand
kilometres below the sea level. This cannot be unfortunately experienced on Earth and better
comparison was proposed by Gérard Mourou in his Nobel Lecture [25] where he suggested that
similar pressures could be reached by balancing one Eiffel tower on a fingertip.
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potentially removed in ablation or desorption process [44, 49]. The time scale
which we are interested in spans from arrival of the first photons, i.e. from the
first femtosecond, until the end of the interaction when the material cools down
and resolidificates which usually happens within several microseconds.

At the first glance, formation of ablation and desorption craters might seem
uninteresting and rather harmful. These can be however utilized for characteriza-
tion of the incident laser beam. Shapes of created imprints are directly related to
spatial distribution of the beam fluence profile impacting the target. By recording
many ablation or desorption imprints at various attenuation levels and different
positions along the beam propagation axis, it is possible to obtain full spatial
description of the beam [50]. Advanced methods provide also opportunity to
retrieve phase as well as coherence degree of the beam [51].

Knowledge of the beam profile or at least its effective area is indispensable
to evaluation of damage threshold in various materials which is important for
minimization of damage to optical elements used in beamlines [52, 53]. Ablative
imprints and other irreversible surface modifications also provide a lot of infor-
mation about processes which took place during the interaction. Comparing a
map of a particular process, e.g. an intensity map of a selected vibration mode
measured by micro-Raman spectroscopy, to the fluence profile, it is possible to
determine the threshold fluence above which the given process may occur [54,55].

1.1 Structure of the thesis
The aim of this work is to provide a complex and detailed description of short-
wavelength interaction with matter supplemented by experimental studies. The
first part of this thesis is focused on a review of latest experiments which signifi-
cantly contribute to description of elementary processes taking place during the
interaction and assign them a corresponding time scale. The stress is put on latest
experiments and consequent results rather than on complex theoretical models
and calculations. The second part presents several experiments conducted by the
author. This work is separated into eight chapters organised in the following way:

Chapter 1 introduces phenomena connected with the short-wavelength in-
teraction with mater and, among others, describes the structure of the thesis.
Chapter 2 provides a brief introduction to formation of laser plasma and pro-
cesses accompanying its dynamics. The stress is put on effects taking part in
strongly coupled plasmas and generation and diagnosis of WDM accessible with
FELs.

Chapter 3 is focused on a detailed review of current state of knowledge of
interaction between intense short-wavelength pulses and matter. This chapter
is divided into several sections according to the time scale of various processes
occurring since the arrival of the first photons up to cooling and resolidification
of molten material.

Chapter 4 describes main sources of coherent short-wavelength radiation with
an emphasis put on operation and characterization of FELs. These sources belong
to one of the most convenient ways used for generation of exotic WDM otherwise
unavailable in laboratory conditions nor in common natural environment. List
and description of other lasers used for irradiation experiments and other laser
facilities with extreme parameters is also provided in this chapter.
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Chapter 5 introduces microscopic and spectroscopic methods used for char-
acterization of created imprints. Good understanding of these methods helps for
correct interpretation of measured data presented in next chapters.

Chapter 6 gives an overview of various methods used for characterization of
focused short-wavelength pulses. This chapter is focused mainly on methods of
ablative and desorption imprints frequently employed in our experiments. The
second part of this chapter deals with a novel method developed for nonlinear
response function recovery. Using this method it is possible to accurately recon-
struct the beam profile from the imprint’s shape without an a priori knowledge
of the material response. Experimental data shows this approach is applicable
also to characterization of beam delivered at megahertz repetition rate.

Chapter 7 summarizes three main experiments conducted at large laser fa-
cilities. These experiments are sorted consistently with the interaction timeline:
Free-free opacity measurements in Chap. 7.1 are focused on effects occurring in
dense aluminium plasma within the first hundreds of femtoseconds up to several
picoseconds. XUV laser-induced detachment of a graphene layer from SiC sub-
strate emerging from both thermal and nonthermal processes and taking place
within several tens of picoseconds is described in Chap. 7.2 . The last experiment
in Chap. 7.3 describes thermal diffusion of tellurium inclusions through a cad-
mium telluride lattice. Thermal effects may start at several tens of picoseconds
and last up to a millisecond. The three different materials used in these three
experiments provide a great insight into numerous effects which can take place
during the exposure and thus nicely supplement the interaction timeline described
in Chapter 3. All these works have been also published in peer-reviewed journals.

Finally, Chapter 8 concludes with main contribution of presented experiments
and discusses possible ways of further research.

1.2 Author contributions
Complex experiments conducted at large-scale facilities usually require involve-
ment of many people specialized in various fields of physics and engineering.
Each researcher contributes to a specific part of a given experiment and ensures
smooth running and correctness of the corresponding procedure. For this reason,
author lists of publications reporting on experimental results emerging from these
experiments typically count tens of authors from various institutions.

The author of this thesis participated in several various experimental cam-
paigns conducted at free-electron laser and other laser facilities and is a (co)author
of published Refs. [52–60] and submitted Ref. [61]. All of these experiments re-
quired precise characterization of the focal spot and spatial intensity distribution.
The characterization was usually conducted by J. Chalupský and his colleagues
from the Department of Physics, Czech Academy of Sciences. The author con-
tributed to automation of a target holder, beam characterization and data pro-
cessing.

Characterization of laser beams delivered at megahertz repetition rate (Chap-
ter 6.3) was done in 2014 at Free-electron laser in Hamburg (FLASH), Germany.
The author participated in the irradiation experiment, analysed data and together
with J. Chalupský developed the NoReFry (Nonlinear Response Function Re-
covery) algorithm and wrote the manuscript submitted to Optics Express [61].
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The experiment focused on free-free opacity measurements (Chapter 7.1) was
conducted in 2015 also at FLASH. The author participated in the campaign and
significantly contributed to data analysis during his three-month-long stay at the
Department of Physics, University of Oxford. Forward model used for retrieval
of a functional form of an absorption coefficient and writing of the manuscript
published in Physical Review Letters [60] was done by S. M. Vinko and other
co-authors. Samples of epitaxial graphene on SiC substrate used for irradiation
experiment at Prague Asterix Laser System (PALS) (Chapter 7.2) were delivered
by J. Kunc who used a noncommercial experimental furnace for the growing pro-
cedure. The author participated in the irradiation experiment, did ex situ post-
exposure analysis involving atomic force microscopy (together with V. Hájková),
white light interferometry, micro-Raman spectroscopy and XPS spectroscopy (to-
gether with J. Čechal) and wrote the manuscript published in [55]. Theoretical
predictions calculated using XTANT code were done by N. Medvedev. Irradia-
tion of cadmium telluride (Chapter 7.3) was done at PALS and capillary discharge
laser (CDL) with a great contribution of T. Burian. The author did all ex situ
post-exposure analyses and together with J. Franc interpreted the data and wrote
the manuscript published in [54].

8



2. Laser plasma
High-energy photons carry enough energy to directly photoionize the most tightly
bond electrons which subsequently collide with other atoms (ions) and elec-
trons and transform absorbed laser energy into heat leading to plasma forma-
tion. Derivation of full classical plasma theory and proper description of light
propagation and absorption in dense plasmas is beyond the scope of this text.
These topics are well described in literature and a potential passionate reader is
hence referred to following references which might serve as a great study material
for deeper understanding of this topic [62–67]. In this section we will focus on
description of laser plasma properties which are crucial for our purposes.

2.1 Plasma oscillations
A classical Drude model describes metals as a field of positively charged ions
immersed into a sea of freely moving electrons. This approach is basically appli-
cable also to plasma description. Interaction of free electrons with electromag-
netic (EM) waves propagating through a collisional plasma can be described via
induced dipole moments proportional to the dielectric function [63]:

ε = 1 −
ω2

p

ω(ω + iν) , where ωp =
√︄

nee2

ε0me

. (2.1)

Here ν is a mean electron collisional frequency including electron–ion as well as
electron–electron collisions, ne is the electron density, e elementary charge, me

electron mass, ε0 vacuum permittivity, ω frequency of EM waves and ωp is the
plasma frequency which stands for collective oscillations of free electrons. Real
and complex parts of refractive index n =

√
ε result in absorption of EM waves

propagating through the collisional plasma. The absorption is realized through
inverse bremsstrahlung where an electron gains photon energy while colliding with
an ion. This process is described in more detail in Chapter 3.1.1. In collisionless
plasma, where ν = 0, the Eq. (2.1) reduces to:

ε = 1 −
ω2

p

ω2 . (2.2)

Refractive index for ω > ωp has no imaginary part and such light can thus freely
propagate through the collisionless plasma. An interesting situation however oc-
curs when ω < ωp. In this case, the refractive index becomes purely imaginary
and light is totally reflected from the plasma surface. Typical values of the plasma
frequency for metals are of the order of electronvolts, i.e. in the ultraviolet spec-
tral range. A particular value of solid-density aluminium with electron density
1.8×1023 cm−1 is ωp ≈15 eV.

This behaviour of conductive matter is extremely important for experiments
and proper choice of photon source and its wavelength. Irradiation of a metal
sample with light of frequency less than ωp means that photons do not penetrate
into the volume but transfer their energy only to a thin surface layer. The heated
metal surface quickly transforms into plasma which expands towards the laser
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beam. Created plasma plume is called corona which might have a considerable
degree of ionization and behaves according to plasma dynamics. Its formation
starts at the time scale of ∼100 ps and is thus important mainly for nanosecond
pulses. Electron density ne inside the corona decreases towards its outer parts
and surface where ωp(ne) = ω is called critical surface beyond which the light
cannot propagate and further heating of the sample is thus significantly limited.
A bit more about the corona formation and accompanying processes is described
in Chapter 3.3.1.

In order to probe plasma we therefore necessarily need photons whose fre-
quency is higher than ωp. The plasma waves then cannot follow rapid oscillations
of the EM field and light can propagate into the material. From Eq. (2.2) it fol-
lows that the higher the electron density, the more energetic photons are required.
Considering relatively long (∼ 1 µm) attenuation length of short-wavelength ra-
diation in metals we may attain volumetric heating of volume counting several
cubic microns. Employing pulses with femtosecond duration, heating of this
volume can be considered as isochoric leading to formation of the solid-density
plasma.

2.2 Coupling parameter
All plasma states described here are typically highly ionized and quasi-neutral,
i.e. charge-balanced. Prior to description of particular states of laser plasma, it
is a great idea to differentiate ideal classical plasma (often referred to as “good”
plasma) from other forms of heated and ionized matter which might be appro-
priately called “bad” plasma. For this reason, the plasma coupling parameter Γ
which compares electrons’ potential Coulomb energy EC with their kinetic energy
kBTe, where kB is the Boltzmann constant and Te is the electron temperature, is
defined:

Γ = EC

kBTe

. (2.3)

If we assume Coulomb energy in its typical form EC = q2
e/(4πε0⟨r⟩), where qe is

the charge of the electron and the inter-particle distance ⟨r⟩ is approximated with
the Wigner-Seitz radius ⟨r⟩ = (3/4πne)1/3, we can rewrite the coupling parameter
as:

Γ = q2
e

4πε0kBTe

3

√︄
4πne

3 ∝
3
√

ne

Te

. (2.4)

Γ is hence proportional to ratio of electron density and electron temperature.
Examples of various states of matter placed into a ρe − Te phase diagram of the
electron density ρe and temperature are shown in Figure 2.1. Equation (2.4)
was used for calculation of the coloured background which helps to distinguish
between the ideal and nonideal plasma states.

Here we also note that definition of Γ according to Eq. (2.3) is accurate only
until the thermal de Broglie wavelength is smaller than ion spacing and ion–ion
system is classical. In case of very high electron densities the plasma becomes
degenerate and quantum-mechanical effects start to play a significant role. Elec-
trons in this case cannot get arbitrarily close and Γ is thus defined as ratio of the
potential energy to the Fermi energy. This region in Fig. 2.1 is to the right from

10



the line where the chemical potential is µ = 0. The coupling parameter Γ in this
degenerate regime is inversely proportional to the electron density (Γ ∝ n−1/3

e )
and used background calculated by Eq. (2.4) is thus not absolutely correct. More
detailed information can be found in [14].
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Figure 2.1: Density–temperature phase diagram surrounding warm dense matter regime.
Figure is based on data from [14,67–71]. Equation (2.4) was used to plot the background.

2.3 Weakly coupled plasma
If the thermal energy of charged particles exceeds their mean energy of the
Coulomb interaction and Γ ≪ 1, plasma is weakly coupled and its equation
of state equals to that of an ideal gas. Weakly coupled plasma is usually very hot
and dilute and because of a very weak interaction between individual electrons
it is sometimes called collisionless. It is therefore clear that many-body effects(1)

play a negligible role in ideal plasmas and collisions, although not occurring very
often, are treated as binary. Hence behaviour of ideal plasma can be relatively
well described by common kinematic models. All particles are assumed to inter-
act only with a background electromagnetic field created by surrounding charged
particles. Suppression of the Coulomb interaction makes it feasible to charac-
terize this plasma in local thermodynamic equilibrium (LTE) by Saha-Langmuir
equation, which determines its ionization degree from particle velocity, i.e. tem-
perature [63]. Although description of the weakly coupled plasma looks like some
strong mathematical approximation it is characteristic for solar wind, interstellar
gas, ionospheric and space plasma physics.

Correct treatment of the ionization degree, scattering and collisional cross sec-
tion is very important for estimation of collisional rates closely related to plasma

(1)Although 3 is usually not considered to be a number of some astronomical value, the word
“many” in the term “many-body” means indeed “three and more”.
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transport properties and its evolution. High kinetic energy of colliding particles
results only in a very small deflection angle and cumulative effect from many
scattering events is hence calculated. Derivation of change of a perpendicular
momentum of an electron passing through a field of other charged particles leads
to the Coulomb logarithm ln Λc defined as [72,73]:

ln Λc =
∞∫︂

0

db

b
= [ln b]∞0 = ln

(︄
b(∞)
b(0)

)︄
, (2.5)

where parameter b is known as the impact parameter, i.e. the closest approach of
the electron to the scattering centre. The Coulomb logarithm obviously diverges
for both small and large impact parameters; hence lower and upper estimate
is needed. Minimal value bmin = b(0) is usually taken as the closest approach
naturally limited by the de Broglie wavelength λB and bmax = b(∞) as the Debye
length λD which is a distance characteristic for given plasma where electrostatic
potential significantly decreases due to screening by other charged particles. The
form of the Coulomb logarithm then is:

ln Λc = ln
(︄

λD

λB

)︄
= ln

⎛⎝mev

h

√︄
ε0kBTe

nee2

⎞⎠ , (2.6)

where v is the electron relative velocity and h is the Planck constant. Ordinary
values of ln Λc within the classical plasma theory range from 5 to 20.

2.4 Strongly coupled plasma
A counterpart of high-temperature and low-density plasma, being ideal for mod-
elling and theoretical description, is the strongly coupled plasma with Γ ≥ 1. Its
typical representatives found in the Universe are noted in the phase diagram in
Fig. 2.1. Matter in this regime is relatively cold but density of charged particles
is very high, similar to that of condensed matter. Coulomb repulsive energy thus
becomes comparable with the thermal energy and many effects, which could be
neglected in the weakly coupled plasma, must be considered here.

The first obvious difference, which follows from high density, is the treat-
ment of collisions and related collisional rates. Whereas all potential collisions in
weakly coupled plasma were treated as binary, many-body effects start to play a
significant role here and must be taken into account [74]. Although the classical
form of the Coulomb logarithm as defined in Eq. (2.5) is used in many theoret-
ical models dealing with strongly coupled plasmas, its application is not valid
here [75]. It has been shown, that collisional rates in strongly coupled plasmas
reach much higher values than initially anticipated [58, 76] and predicted evolu-
tion of the plasma state can thus significantly differ. Large number of collisions
rapidly drives the system into local thermodynamic equilibrium (LTE) and con-
tributes to a fast formation of a stable electronic distribution as well as relevant
plasma emission intensities [76]. A proper estimation of collisional rates is also
extremely important for free-free opacity studies involving absorption via the
inverse bremsstrahlung process. Such measurements were done at the FLASH
facility [60] and results are described in Chapter 7.1.
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Many-body effects are, together with equally important degeneracy and ther-
mal excitations [77], reasons why simple kinetic models cannot be used any longer
in strongly coupled plasma modelling and some approximations must be used.
Simply put, conventional theories are suitable for description of the classical state
of matter and matter which is dilute, extremely hot and completely stripped of
electrons. A problem occurs when we try to describe atoms which absorbed a
large amount of energy within a very short period of time without loosing all their
electrons. For this reason, new theoretical approaches, such as complex density
functional theory (DFT) models [56, 58, 78], hybrid models combining molecu-
lar dynamics with thermal and nonthermal transitions [53, 79], two-temperature
models [80] and others, are nowadays being developed.

High degree of ionization is responsible for a shift of atomic levels not only in
strongly coupled plasmas. Removal of electrons from an atomic shell induces a
decrease of overall negative charge surrounding the positive core and remaining
electrons, originally also influenced by removed electrons which partially screened
the positive charge, are bound more tightly. Such decrease of the screening con-
nected with a shift of atomic levels can be observed via emission spectroscopy
and will be discussed later. Another effect which acts in an opposite way is re-
sponsible for shifting of orbital energies towards the continuum. It results from
a large number of free electrons whose negative field helps to screen the positive
core. It is called ionization potential depression.

2.4.1 Ionization potential depression
Strongly coupled and highly ionized plasmas are characterized by high density
of free electrons which form a locally charged environment perturbing atomic
potentials. Screening of positive core of an atom results in a shift of its atomic
levels and reduction of the ionization threshold. Some electrons, which are bound
under normal conditions, might be promoted into the continuum. This effect,
where ionization energy threshold is lowered because of the environment influence,
is known as ionization potential depression (IPD) or continuum lowering [81,82].

Ionization of bound electrons without any additional heat due to the effect
of continuum lowering can be observed for high pressures and is referred to as
pressure ionization [83]. As an illustrative example we can mention an isolated
aluminium atom which has 13 bound electrons, three of them in the M-shell. After
putting a bunch of aluminium atoms together into a bulk material, the three M-
shell electrons are promoted into the conduction band as the core is screened by
electrons from neighbouring atoms. The ground state of the bulk aluminium is
thus Al+3 which is usually denoted as Al IV. The conduction electrons play a
crucial role in absorption of XUV light via the inverse bremsstrahlung process as
described in Chapter 3.1.1.

The charged environment does not affect only utmost electronic levels, directly
related to the ionization threshold, but also energies of inner shells. Experimental
studies observing K-α fluorescence of solid-density aluminium [84] and other low-
Z material plasmas [85] heated to ∼100 eV revealed that IPD effect is much
stronger than predicted by standard theoretical models. Disagreement between
theoretical estimates and experimental results was confirmed also by spectrally
resolved X-ray scattering [86].
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A representative example of IPD shown in Figure 2.2 is taken from the work
published by O. Ciricosta et al. [84] who created solid-density aluminium plasmas
of temperatures reaching 180 eV. Using the soft X-ray photoemission spectroscopy
the extent of IPD was evaluated. The figure shows energy needed to photoionize
a K-shell electron to other states (L-shell, M-shell, continuum) calculated for
the first five charge states. Atomic edges of continuum calculated for isolated
atoms where all electrons remain bound, i.e. energy of continuum edge is greater
than energy of M-shell, are shown by dashed black lines. Grey regions depict a
continuum of the bulk Al and dark grey intervals experimentally measured K-edge
energies. All M-shell electrons are therefore obviously located in continuum for all
displayed charge states. Important are also red and blue lines showing continuum
edges calculated by two different theoretical approaches: Stewart–Pyatt model
(SP) [82] and Ecker–Kröll model (EK) [81]. It is clear that SP model, which
was widely implemented into many codes focused on strongly coupled plasma
dynamics, cannot reproduce experimentally observed values. EK approach which
predicts much higher IPD and agrees with experimental data should be thus used.

Energy from K-shell [eV] IPD [eV]
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Figure 2.2: Effect of IPD for different charge states of aluminium. Left part shows energy
difference between the K-edge and other various levels. Right part compares experimentally
observed IPD to values predicted by two different theoretical models. Figure adapted from [84].

Estimation of IPD is crucial for dense plasma studies where ionization thresh-
old specifies ionic binding energies essential for absorption cross section, temper-
ature and emission spectra. The effect of IPD is the most important for plasmas
of temperatures exceeding 100 eV but it plays a role also in colder systems [87].

2.4.2 Ionization bottleneck
Removal of electrons from an electron shell leads to a decrease of the core screen-
ing and consequently to increase of binding energy of remaining electrons. At a
certain ionization degree there is a sudden large step in change of energy needed
for ionization of one additional electron from an atom. Observation of this effect
is typical for hot dense plasmas and is called ionization bottleneck [88].

As an representative example, let us again assume a single aluminium atom
from which we try to remove electrons one by one starting from the utmost energy
level. The energy needed to remove the first of the 13 electrons is quite low, only
6 eV. Singly ionized aluminium ion, termed as magnesium-like aluminium, has
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now only 12 electrons which are, due to the absence of one electron, bound to the
positive core more strongly. Energy needed to remove the second electron is thus
larger – in this particular case 19 eV. To remove the third electron (now from
the sodium-like Al ion) we need 28 eV because of the same reason. However,
to remove the fourth electron we need incredible 120 eV. Origin of this large
step resides in the fact that configuration with 10 atoms is very stable (closed
shell) and the atom “hesitates” to give away any other electron. Element with
10 electrons is neon and it is not a coincidence that neon is absolutely inert.
Aluminium with three missing electrons is thus called Ne-like aluminium and it
is quite difficult to remove additional electron from it. Another bottleneck occurs
when we try to remove one of the last two electrons. This configuration is typical
of helium – other absolutely inert element. To transform Li-like Al into He-like
Al we need 442 eV but to create H-like Al from He-like Al we need additional
2086 eV! The described effect is often employed in soft X-ray plasma lasers. A
typical example can be the Ne-like zinc quasi-steady-state plasma-based laser
emitting at 21.2 nm which is pumped with the Prague Asterix Laser System
(PALS) providing kilojoule sub-nanosecond pulses in the NIR spectral range.
More details about this laser are provided in Chap. 4.2.1.

2.4.3 Warm dense matter
As outlined in the introduction, irradiation of condensed matter with an intense
sub-picosecond laser pulse in short-wavelength region leads to isochoric and vol-
umetric heating to temperatures around 1–100 eV. Kinetic energy of particles is,
due to high density, comparable to Coulomb energy but also to Fermi energy of
typical metal and bond strength. This leads to ionization, strong coupling and
electron degeneracy. Also other effects typical of strongly coupled plasma like
IPD may play a significant role here. This state is called warm dense matter
(WDM) and is typical of intense laser heating, ICF and astronomical objects.
Material heated to higher temperatures about ∼1 keV is then called hot dense
matter (HDM). As pictured in the ρe − Te phase diagram (Fig. 2.1), WDM is
approximately defined as a region where density and temperature may exceed
typical values of solids by several orders of magnitude. It spans over the inter-
section of all condensed matter physics, plasma physics and high energy density
physics.

The most straightforward way to access the WDM regime is definitely heating
of metal samples to temperatures of hundreds of thousands of Kelvins by employ-
ing XFEL-produced radiation [60,85,89,90]. Nevertheless, it can be also reached
by utilization of shock waves and compression of laser-produced plasma [26, 87].
Cooling of HDM or diluting heated solids of extreme densities is probably super-
fluously complicated experimental work.

However easy and straightforward the generation of WDM with use of FEL
pulses might seem, isolation and measurements of well-defined WDM conditions
in laboratory is tremendously difficult. The first issue we have to consider is that
WDM is usually just in a transient regime which is not in the thermodynamic
equilibrium (TDE) and lasts therefore only for a very limited time. Hence the
characterization must be done in sophisticated ways such as pump–probe exper-
iments, Thomson scattering, X-ray diffraction or X-ray emission spectroscopy.
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Furthermore, heated volume is very small and steep spatial gradients of temper-
ature, ionization degree and other properties are thus very common especially at
the borders of the irradiated area. Therefore, a special attention should be paid
also to a proper characterization of the spatial profile of the generated plasma
which is very valuable in post-processing calculations and data interpretation.
How to correctly deal with all these complex problems is described in Chap-
ter 7.1.

Diagnostic methods

An important effect to be investigated in dense plasmas is a dependence of elec-
tron transition energy on the charge state of a given ion. Increasing number
of holes in electron shells induce decrease of the screening of the positive core
charge and photons emitted during electron deexcitation thus have higher en-
ergies. Measured emission spectra then directly reflect ionization state of the
examined plasma, charge-resolved fluorescence spectrum [84,85,91], K-shell opac-
ity [56] and collisional dynamics [58].

A typical example of the emission spectra observed upon creation of solid-
density aluminium plasma is shown in Figure 2.3. It consists of a large set of
measured spectra obtained at various photon energies. Such an experiment is
possible owing to a great wavelength tunability of X-ray free-electron lasers. The
photoabsorption process is dominated by a direct ionization of K-shell electron.
Created hole is filled either by nonradiative KLL Auger decay or by measurable
radiative deexcitation from the L-shell. The main Kα line at ≈1486 eV corre-
sponding to the charge state IV is followed by a number of weaker lines which
emerge from higher charge states. These were created not directly by the X-ray
pulse, but by electron impact ionization. As can be seen, number of various
charge states is strongly dependent on incident photon energy. At very high
photon energies it is even possible to observe transitions corresponding to double
K-shell hole. These states can be observed also below the dashed white line which
corresponds to emission from resonantly-pumped K–L transitions. Such experi-
ment cannot be conducted with use of visible light where ionization of electrons
from outer shells predominates and formation of ions with a single K-shell hole
is extremely rare.

Further properties of WDM like electron temperature and density can be
obtained from spectrally-resolved X-ray scattering [86]. Atomic motion as well
as electronic processes occurring within tens of femtoseconds can be observed via
Bragg reflection [26,92,93]. One of the most used and versatile diagnostic methods
of WDM utilizes measurement of Thomson scattering spectra. Detected signal
can be used for estimation of plasma temperature, electron density, dielectric
function as well as ionization stage [28,94–97].

To investigate temporally-resolved processes occurring in the WDM regime,
pump–probe experiments are very beneficial. The first pulse of high energy
(pump) creates homogeneous WDM conditions and detection of a weaker de-
layed second pulse (probe), which penetrates through the heated matter, provides
information about its properties. WDM state can be prepared by the pump con-
sisting of photons in a wide range of energies. Frequency of photons in the probe
must be, however, higher than the plasma frequency which is usually in the XUV
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Figure 2.3: Emission spectra corresponding to radiative Kα transition measured for a wide
range of different excitation photon energies. Figure adapted from [91].

regime. Chapter 7.1 describes transmission experiment of opacity measurements
where XUV pulse was split and relative delay between these two pulse was set.

Theory and calculations

Calculations of WDM properties and opacity are difficult as it cannot be treated
as ideal plasma. The thermal energy of free electrons is comparable to repulsive
Coulomb forces as well as to Fermi energy of a typical metal and usual approxi-
mations cannot be thus applied here. Because of high electron density, IPD starts
to play a significant role and estimation of plasma properties becomes more and
more difficult. Due to relatively cold ions, WDM also may still possess a band
structure. Moreover, as temperature increases, there are warmer electrons which
occupy higher bands which have to be taken into account and computational time
then increases with square of the temperature [78]. Materials of interest thus con-
tain mainly low-Z elements like Al, Mg, Si, Al2O3, etc. [85] which are relatively
easy to heat and are accessible for theoretical calculations. Pushing of high-Z
metals into WDM regime is also doable, large intensities about 1020 W/cm2 are
however needed [16].
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3. Time scale of the interaction
When we irradiate a sample with an intense XFEL pulse and examine induced
changes post-exposure, i.e. after the interaction, we may detect irreversible mod-
ifications of the sample surface like ablation or desorption imprints, phase transi-
tions, changes in optical parameters and others. A proper investigation of these
changes may provide a valuable information about beam characteristics as well
as material parameters. Various methods of this characterization are discussed in
Chapter 5. Here we focus on finding answers to other questions: Which mecha-
nisms stand beyond these final changes? How does the timeline of the interaction
process look like? What happens just after the arrival of first photons? Which
processes lead to establishment of the thermodynamic equilibrium (TDE)? How
does absorbed energy spread throughout the material and how does the material
cool down?

The following text aims to summarize main processes which take place during
and after the irradiation, assign them a characteristic time scale and compare
them also with possible interaction of visible light. The vast majority of the
following knowledge comes from experimental works conducted at FELs with
a significant contribution of theoretical models which are currently waiting for
experimental confirmation. A summary of all processes is provided at the end
of this section. The overall stress is placed on processes connected with high-
energy photons and formation of plasma. Bandgap typical for insulators and
semiconductors collapses on the order of hundreds of femtoseconds after the pulse
absorption and such material thus undergoes a rapid nonthermal phase transi-
tion into metal [44, 45, 98, 99]. Detailed information about optical properties of
condensed matter, interband transitions and quasiparticles can be found in liter-
ature [100–102].

The interaction starts with arrival of 10–100-fs pulse containing around 1012

photons of energy between tens of eV up to tens of keV. This pulse is focused onto
a tiny spot with an area of only several square microns and intensity reaching
values up to 1020 W/cm2.(1)

Very short pulse duration is often essential as it determines the overall time
resolution of an experiment. Here we assume pulses of duration approximately
100 fs. It means that energy deposition can be considered as instant for processes
occurring on nanoseconds or greater time scale.(2)

Despite very short pulse duration, there are processes like electron dynamics
and cascades [53,103], strong-field ionisation [104] or nanoplasma dynamics [105]
which happen 100× or even 1000× faster than the pulse duration. In order
to observe dynamics of these processes, sub-femtosecond pulses must be used.
Creation of such pulse requires a very broad spectrum spanning up to the soft
X-ray regime generated, for example, with use of high-order harmonic sources.
This spectrum can be then used for synthetisation of attosecond pulses which

(1)Compare to ambitious ELI project described in Chapter 4.2.4 (1025 W/cm2), laboratory
lasers (1010–1020 W/cm2), laser pointers (0.5 W/cm2) or a direct sunlight (0.1 W/cm2).

(2)To visualize how short the 100 fs pulse is we may compare its length to the distance
between the Earth and Moon. Light travels this distance approximately one second, whereas
during 100 fs it can travel only about 30 µm. So one second versus 100 fs is the same ratio as
the distance between Earth and the Moon versus the hair thickness!
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can be employed in tracking motion of electrons on atomic scales. For further
information about attosecond physics see [106] and references cited therein. Here
we start with processes measurable with FEL pulses, i.e. at femtosecond time
scale.

3.1 Femtoseconds
Range of femtoseconds is a characteristic time for many elementary processes and
predominantly electronic processes, e.g. chemical reactions, nonthermal melting,
Auger decay, impact ionization, bandgap collapse and others. Prior to describing
the time scale of the interaction, an introduction to basic processes of the light–
matter interaction is given in the following text.

3.1.1 Fundamental photon processes
A fundamental photo-absorption process in condensed matter, an isolated atom,
or a molecule, depends primarily on the photon energy. All absorption processes
result in a characteristic absorption spectrum unique for each material. An ex-
ample for aluminium is shown in Figure 3.1.
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Figure 3.1: Absorption spectrum of aluminium. Data from [107].

Free–free absorption

Interaction of low-energy photons may be described by the Drude model. Pho-
tons of frequency lower than the material plasma frequency are reflected, whereas
photons of higher energy can penetrate into the sample and be potentially ab-
sorbed via the inner photoelectric effect [108]. If the frequency is yet below the
ionization potential, photons interact exclusively with free electrons, i.e. electrons
in the conduction band. This relatively rare process is called free–free absorption
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or inverse bremsstrahlung.(3) As shown in the Feynman diagram in Fig. 3.2b,
this process must be accompanied by the third particle because of the momen-
tum conservation law. For that reason, this process is also often called collisional
absorption as electron–electron or electron–nucleus collisions are needed for the
photon absorption.

Knowledge of free-electron density and collisional cross sections is essential
for modelling of the absorption across a wide range of photon energies. Inverse
bremsstrahlung is the leading absorption process on free electrons and can be
found in conduction bands of metals, in coronal plasma, and also in the Sun:
A typical proton–proton reaction in the Sun produces energy of 6.5 MeV per
proton. Here, 2% of the released energy is taken away by neutrinos but rest
98% is transported towards exterior by means of photon diffusion where inverse
bremsstrahlung plays a significant role [18].

Energetic photon (approximately 0.1–10 MeV) can loose energy on behalf of a
free charged particle, typically electron. This inelastic process is called Compton
scattering. Low-energy limit of the Compton scattering is Thomson scattering.
In this case there is no interchange of energy between the photon and the charged
particle. On the contrary, photons whose energy surpasses 1.022 MeV can result
in formation of electron–positron pairs [110].

Bound–free absorption

Photons with energy above the ionization potential may promote electrons di-
rectly into the continuum. These bound–free transition is known as direct pho-
toionization. Multiphoton processes, ordinarily observed in the visible region,
become less probable for energetic photons as the lifetime of high-energy virtual
levels, according to the Heisenberg’s uncertainty principle, rapidly decreases with
increasing photon energy and extremely high intensities are thus needed. Forma-
tion of highly charged ions is typically done via sequential single-photon ioniza-
tion [111–113]. Instead of the multiphoton ionization, so-called above threshold
ionization can be sometimes observed in the X-ray regime. In this process, an
electron absorbs two or more photons spending energy of the first one on ioniza-
tion and energy of others on an increase of its kinetic energy. It is worth noting
that X-ray photons are characteristic for their selective ionization – they interact
rather with tightly bound electrons in inner shells than with electrons in the va-
lence band. This is dictated by photoionization cross sections of each particular
shell or orbital. Highest value of each cross section is reached just above the re-
spective edge [114]. Tuning of the photon energy thus enables to attain resonance
absorption and photoionize only electrons from a particular atomic subshell.

Formation of single holes K-shell is thus relatively common. In case of high
intensities, a strong field ionization can be reached in the visible regime. Never-
theless, field oscillations in the short-wavelength range are so fast that electron
has just a very short time to escape and this effect is thus not so significant.
It is therefore not a coincidence that this effect is sometimes called optical field
ionization (OFI).

(3)Condensed matter physics uses term free carrier absorption. It is an intraband transition
where an electron within a partially occupied band absorbs low-frequency radiation. Spectrum
of such absorption spans from zero frequency up to interband energy [100,109].
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Bound–bound absorption

Finally, if the photon energy is below ionization threshold of given electron, the
photon can be absorbed and photoexcite the electron to a higher energetic level.
Inverse process to photoexcitation is deexcitation when an excited electron tran-
sits to a lower energetic level and emits a photon. Resonant transitions between
two bound states can be observed in Fig. 2.3.

Overview of main photoabsorption processes is given in Table 3.1.

Table 3.1: Main photoabsorption processes.

Transition Absorption process

Free–free
inverse bremsstrahlung

Compton scattering

Bound–free

photoionization
optical field ionization
multiphoton ionization

above-threshold ionization
Bound–bound photoexcitation

3.1.2 Fundamental electron processes
An electron excited to a higher energetic level or into the continuum may, on
the contrary, emit a photon or collide with other particle and loose its energy.
Emitted photons can be detected and sorted according to their energy in an X-ray
spectrometer. Recorded emission spectrum may then serve as a valuable source
of information about the plasma already described in Chapter 2.4.3.

Among the most important electronic processes we should mention decelera-
tion radiation known as bremsstrahlung described in Figure 3.2a. In this process
the electron emits a photon while being decelerated by another charged particle.
Next, radiative recombination is a process where the free electron is captured
by an ion and the excess energy is emitted as a continuum radiation. Auger
recombination (sometimes also termed as three-body recombination) is similar
to the radiative recombination but instead of producing light the electron pro-
motes another electron to a higher level, line emission, where a bound electron
transits to lower energy level and emits a photon at a characteristic wavelength
and dielectronic recombination, where the free electron is captured by an ion and

nucleus

e- e-

γ
γ

(a) Bremsstrahlung

e-

e-

 

γ γ

nucleus

(b) Inverse bremsstrahlung

Figure 3.2: Feynman diagrams of bremsstrahlung (a) and inverse bremsstrahlung (b). Here
e− denotes an electron and γ a photon. Accompanying nucleus or other particle is required
because of the law of momentum conservation. The interaction between the electron and the
nucleus is, according to the Standard Model, mediated by a virtual photon which can transfer
momentum and energy but cannot be detected.
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gives energy to a bound electron. This doubly excited ion can autoionize or emit
so-called satellite line, which provides information about the degree of ionization.
Nonradiative processes like electron impact ionization, Auger effect, elastic or
inelastic scattering on ions and phonons play a significant role in evolution of
electron density and energy redistribution. Overview of these processes is shown
in Table 3.2.

Table 3.2: Main radiative and non-radiative electronic processes.

Process Inverse process

Radiative
bremsstrahlung inverse bremsstrahlung

radiative recombination photoionization
deexcitation photoexcitation

Non-radiative
Auger recombination impact ionization

dielectronic recombination autoionization
nonradiative deexcitation collisional excitation

3.1.3 Direct core electron ionization
For now, we will focus on processes which follow after the ionization of a core
electron. This process is one of the most investigated effects in the HEDP [56,
58,84,85,91,115–117].

As outlined in previous paragraphs, created core vacancy can be filled either
via a radiative or nonradiative decay channel. The radiative decay is represented
by fluorescence — a photon emission with a characteristic energy. The most
probable nonradiative transition is the Auger effect shown in Figure 3.3, where
an electron from a higher energy level fills the hole and the excess energy is
spent on ionization of another (or more [118]) electron from the same atom. The
Auger effect is much more probable in lightweight (low-Z) elements [119,120] and
does not usually play a significant role during irradiation by the visible light.
Electrons in atoms exposed to low-energy photons are actually being stripped
from the utmost shells towards higher inner shells. Creation of atoms with a
single core hole, which is the main prerequisite for the Auger effect, is unique for
short-wavelength radiation and is not so probable in the visible regime. This effect
causes a difficulty in the X-ray emission spectroscopy since only a few percent of
core holes are filled by the radiative decay [84,91]. A lifetime of vacancy which is
filled via the Auger effect is just about several femtoseconds and usually decreases
with the energetic depth of the vacancy [121–124]. Duration of the FEL pulse
is relatively long (10–100 fs) compared to the extremely fast Auger process and
many electrons from a single atom can be thus photoionized during one individual
pulse.

3.1.4 Impact of environment
Relaxation of the excited system may become slightly more complicated if it
is embedded in an environment or if it is a part of a molecule. In the first
case, the system can relax to a lower-energy state by simultaneous emission of
a low-energy electron from a neighbouring atom or a molecule. This process
is called interatomic/intermolecular Coulombic decay (ICD) [125] and lasts 1–
100 fs [126, 127]. In the second case, so-called electron transfer mediated decay
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Figure 3.3: KLL Auger decay in an isolated aluminium atom (a) and in aluminium metal (b),
whose 3 M-shell electrons are pressure-ionized. The X-ray photon (1) photoionizes a K-shell
electron (2). The K-hole is filled by the L-shell electron and excess energy is taken away by
other L-shell electron (4).

(ETMD) can take place. This process is very similar to ICD but the hole is
filled by an electron from a neighbouring atom within one molecule and can take
even several picoseconds [128]. The fact, that impact of the environment may
lead to a qualitatively different response of excited system has been shown in an
experiment [129], where up to 50 electrons were released from a single molecule
during several tens of femtoseconds. This was possible as electrons provided by
neighbouring molecules rapidly filled created holes and served thus as new targets
for subsequent photons.

3.1.5 Saturable absorption
Although the recombination rate of processes filling the core holes is very high,
it can be, in case of immense pulse intensity, surpassed by the photoionization
rate. Subsequent photons within the same pulse will notice only depleted shells
and may pass through the sample. This nonlinear phenomenon, well-known in
the visible regime, called saturable absorption, was first observed in core-electron
transitions by B. Nagler et al. [116] who exposed aluminium foils to a laser beam
at photon energy of 92.5 eV (just above the aluminium L-edge) and intensities ex-
ceeding 1016 W/cm2. High penetration depth at this photon energy together with
the extreme intensity lead to rapid ionization of the L-shell electrons from many
aluminium atoms. Removal of one single L-shell electron reduces the core screen-
ing and Al L-edge thus shifts to 93 eV which is now above the FEL photon energy.
Therefore, aluminium with high number of single L-shell holes becomes highly
transmissive for subsequent radiation. In the next years, various mechanisms of
the saturable absorption at different materials were observed [16, 130–132]. An
interesting effect was described by D. S. Rackstraw et al. [131] who irradiated alu-
minium by photons of energies just above the K-edge. Photons in a forehead of
the pulse photoionized K-shell electrons and created K-holes were rapidly filled by
L-shell electrons via the Auger effect. A sudden increase of the ionization degree
blue-shifted K-edge and later-coming photon had therefore not enough energy for
photoionization and could freely propagate through the sample.
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3.1.6 Electronic cascades and electron energy distribution
Energy of photoionized and Auger electrons depends on material and photon
wavelength and typically spans from a few eV up to several keV. The photoion-
ization of core electrons thus leads to a formation of highly non-equilibrium elec-
tron distribution, where low-energy part is represented by intact electrons from
the conduction band and electrons produced by ICD and ETMD processes. A
delta-like function in the energy spectrum can be found at Ehν −Ecore, where Ehν

is the photon energy and Ecore is ionization energy of the core electron. Hot tail
at energy Ecore − E1 − E2 is formed by Auger electrons, where E1 and E2 are the
energies of shells which participate in the Auger decay. For example, in the KLL
Auger decay the Auger electron energy would be EAuger = EK − EL − EL. Hot
electrons loose their energy via photon emission, inelastic scattering and impact
ionization. The last effect leads to an increase of the ionization degree and free-
electron density in the conduction band. Both almost thermalized low-energy part
of the electron distribution as well as its hot tail can be observed in X-ray emis-
sion spectra as parts corresponding to the radiative decay and bremsstrahlung.
Analysis of emission spectra can thus result in two discrepant electron tempera-
tures [91,115] which can be only explained by a proper description of the electron
distribution [133].

Cascading effects are ongoing as long as energies of free electrons exceed the
impact ionization threshold. Electron thermalization is usually fast [53, 134] but
in case of very high-energy electrons it may take up to several hundreds of fem-
toseconds prior to establishing the equilibrium Fermi-Dirac distribution [133,135].
At this stage, it is reasonable to apply the two temperature model which declares
one temperature for electrons and the second for colder ions.(4)

Except of delay in formation of the equilibrium state, hot electrons of kilo-
electronvolt energies may also travel long distances (micrometers) while creating
secondary electrons and thus heating the material lattice [53,136–138].

Another effect which can influence damage threshold is a number of electrons
emitted from the surface. This number is usually very small (<10% [53]) and
vast amount of energy is deposited into the material. This situation can be
however changed in case of grazing incident angles where large number of escaping
electrons can take away a significant portion of the pulse energy and thus increase
a material damage threshold [139].

3.1.7 Coulomb explosion
Electronic cascades, where one photon excites several electrons step by step into
the vacuum on time scales < 100 fs, can be observed also in gas clusters [124,140].
A typical example can be irradiation of Ne–Kr clusters [140] where one photon
ionizes an electron from a neon K-shell (1s). The second electron (2p) is emitted
via the Auger effect (2p→1s transition), and the third is emitted from a kryp-
ton 4p state during the ETMD process. Coulomb repulsive forces between one
Ne+ and two Kr+ atoms surpass bonding strength and the cluster undergoes the
so-called Coulomb explosion. In this process, high potential Coulomb energy of

(4)As temperature can be well-defined only for systems in TDE, it is clear that usage of the
two temperature model is quite limited.
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positively charged ions is almost completely converted into their kinetic energy
and the cluster may dissociate within 100 fs [141]. The Coulomb explosion is
relatively common destructive way of ArXe [142], Ne–Kr [140], C60 [141,143] and
other clusters or molecules [126,127]. This process was also identified as a leading
mechanism causing surprisingly low radiation resistance of fullerene crystals con-
sisting of heavy C60 molecules, bound by weak Van der Waals (VdW) bonds, to
92 eV radiation [144]. Photoionization of electrons from C60 buckyballs induces
accumulation of a positive charge and strong repulsive forces between molecules.
Simulation shows, that although the charge imbalance is created within the 100-fs
pulse duration, the VdW bonds are elongated to a critical distance where they
break and intact C60 cages are slowly separated from the crystal after around
2 ps because of large inertia. The Coulomb effect induced by spatial charge accu-
mulation decreases with increasing size of the cluster where only ions from outer
layers are ejected while keeping the ones in the core still neutral due to efficient
recombination [145–147].

3.1.8 Nonthermal melting
In a bulk material, the charge accumulation accompanied by repulsive Coulomb
forces may play a significant role only for the topmost atoms near the surface.
This effect is nevertheless usually neglected as it is overshadowed by other pro-
cesses. A rapid and substantial change of the overall electron density distribution
may lead to modification of an interatomic potential followed by lattice instabil-
ity. This process can be induced by core holes concentration as low as 0.1% [43].
It has been shown [44, 45] that cascading effects of photo- and Auger electrons
promote several percent of bound electrons into antibonding states in the con-
duction band potentially leading to a bandgap collapse and lattice disordering
on the time scale of several hundreds of femtoseconds [46,47]. It is worth noting,
this process is faster than electron–phonon coupling being responsible for lattice
heating. Inasmuch as described phase transition is not triggered by an increase of
the atomic (lattice) temperature, it is called nonthermal melting. An increasing
disorder of the lattice can be easily observed via decreasing intensity of Bragg
reflections which are highly dependent on fine lattice modifications [43,46,48].

3.1.9 Nonthermal phase transitions
In recent years, a great attention was attracted by diamond which structure might
be transformed into graphite. Theoretical predictions and models [45, 135, 148]
confirmed by experimental works [47,149,150] revealed that this anomalous solid-
to-solid phase transition might be completed in times shorter than 200 fs. This is
also shown in Fig. 3.4. Interestingly, diamond bandgap collapse is faster for irra-
diation with low-energy photons as electronic cascade, which promotes electrons
into the conduction band, is faster for electrons of lower energies [135]. A natural
question whether it is possible to transform graphite into diamond was indeed
asked by many researchers. Theoretically it is possible, but it seems that except
of heat an enormous pressure must be applied as well [33, 151]. This is feasible
with use of shock waves, discussed in the nanosecond time scale (Chapter 3.3).

Sub-picosecond nonthermal melting and phase transitions are not unique only
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for short-wavelength irradiation but can be observed also in optical regime when
employing intense femtosecond pulses [46,152,153].

t = 0 fs t = 100 fs t = 130 fs t = 170 fs

Figure 3.4: Snapshots of diamond graphitization after absorbing 0.85 eV/atom at 10 keV.
Adapted from [45].

3.1.10 Isochoric heating
Processes like photoionization, Auger effect, impact ionization and electron–
electron collisions described above lead to a high degree of ionization, rise of
free-electron population and its thermalization into Fermi-Dirac-like distribu-
tion within tens or hundreds of femtoseconds. Although small atomic move-
ments in a nanometre range can be observed as soon as after a few femtosec-
onds [93, 141, 154–156], electron–phonon coupling when electrons transfer their
energy to the crystal lattice spans from a half up to several picoseconds [53,157].
Nevertheless, even if this transfer was instant and, for example, a single alu-
minium atom gained as high energy as 100 eV, it would not move more than 3
nanometres during 100 fs. Any hydrodynamic motion of created plasma can be
thus neglected and heating rightfully considered as isochoric keeping the material
density at the initial level. The fact, that phonons do not propagate over long
distances during the 100 fs pulse can be also derived from the speed of sound
which is typically ≤10000 m/s in metals. Sound can therefore travel only several
ångströms during the pulse duration and its propagation can be neglected.

3.1.11 Coherent diffractive imaging
The fact that atoms practically do not change their positions during the first
several tens of femtoseconds makes it possible to utilize single-shot diffraction to
record diffraction pattern corresponding to intact structure although the sample
explodes relatively shortly after the pulse departure as pictured in Figures 3.5
and 3.6.

Pulse

t = -2 fs t = 2 fs t = 5 fs t = 10 fs t = 20 fs t = 50 fs

Figure 3.5: Explosion of a protein molecule (T4 lysozyme) after irradiation by an X-ray pulse
at 12 keV with FWHM of 2 fs. Adapted from [158].
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Figure 3.6: “Prove of concept” experiment on femtosecond diffractive imaging. (a) SEM
image of original structure. (b) Diffraction pattern obtained by scattering intense 25 fs pulse
at 32 nm. (c) Reconstructed image from the diffraction pattern. (d) Diffraction pattern of the
structure damaged by the first pulse which formed (b). Adapted from [164].

Imaging of tiny structures using diffraction patterns is a well known tech-
nique already used for many decades. The first valuable results were presented
already in 1953 by J. D. Watson and F. H. C. Crick who irradiated DNA and
using X-ray diffraction patterns they discovered its double helix structure [159].
Another great discovery was achieved a few years later by M. Perutz et al. who de-
scribed haemoglobin structure using the same method [160]. In the next decades,
structure of many different proteins was obtained using synchrotron radiation
and method called protein and molecular crystallography [161, 162]. This ap-
proach however requires a complex growth of protein crystals and accumulation
of many not-so-bright synchrotron pulses for various sample orientations. In 1995
R. Henderson predicted that greatest potential for a single molecular imaging lies
in electron microscopy [163]. The main problem of X-rays produced by simple
sources resides in large radiation damage per number of useful elastic scattering
events which puts limitations on scales of irradiated samples and enormous num-
ber of images (∼ 1000) required for proper reconstruction. An advent of XFELs,
sources delivering pulses of astonishing brilliance at megahertz repetition rate,
started a revolution in the field of diffractive imaging. The extreme brilliance
is important for collection of enough scattered signal required for high-quality
diffraction pattern and for successful reconstruction. Already in 2000 it was pro-
posed by R. Neutze et al. [158] that duration of the 10-fs pulse is so short that
diffraction pattern should not be influenced by the Coulomb explosion of a protein
molecule occurring just after the pulse departure. Results of the simulation are
shown in Fig. 3.5. Several years later in a proof-of-concept experiment [39, 164]
shown in Fig. 3.6 experimentalists managed to determine structure of a mimivirus
particle and nanocrystal using up to millions of single-shot snapshots of randomly
oriented specimen [40, 41]. Single virus imaging is possible also at synchrotrons,
however, with much lower resolution [165]. These experiments started a new era
of coherent diffractive imaging (CDI) [42] which is being implemented at new in-
struments [166] and enhances knowledge required for advanced medical imaging
applications [167].

Reconstruction of 3D images is similar to computational tomography where
many images acquired from different angles of view are used for 3D reconstruc-
tion of tissues important for medical use. Problem with tiny samples and shorter
photon wavelengths resides in high transparency of probed materials. Instead
of calculating the 3D image from intensity variation, it must be obtained from
the phase shift. This process is more difficult as CCDs do not record holograms
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but solely 2D intensity images. Complex backpropagation algorithms must be
therefore employed to obtain the phase shift and consequently the 3D image.
Novel methods involve more sophisticated approaches where calculations involve
also coherence and using correlation spectroscopy [168, 169] or intensity corre-
lations [170] can reach very high resolution applicable, for example, also to 3D
imaging of integrated circuits with resolution below 20 nm [171]. The world
record in synchrotron 3D tomography was done by G. García-Moreno who man-
aged to obtain 208 tomograms per second of a foaming metal employing 40 kHz
frame rate. An interesting fact is, that main limitation of further increase of the
rep. rate were centrifugal forces acting on the sample [172]. The 3D tomography
should not be confused with X-ray microscopy which is nowadays, with use of
XFELs, possible at MHz rep. rates [38].

3.2 Picoseconds
Matter by the end of the first picosecond is highly ionized and contains hot
lightweight electrons speedily moving around heavy ions which still had no time
to significantly move so the material density remains close to the original value.
This warm/hot and dense exotic state of matter lasts until electrons transfer their
energy to the lattice via the electron–phonon coupling and it starts to expand.
These processes correspond to times up to several picoseconds.

3.2.1 Thermal melting
Lattice stability is mediated by electrons. The nonthermal melting results from
liberation of the binding electrons into antibonding states followed by lattice dis-
ruption. Contrary to that, according to Lindemann criterion, thermal melting
occurs when kinetic energy of atoms exceeds the binding forces [49, 136]. The
crystal lattice does not gain energy directly from the laser pulse but through the
electron–phonon coupling, where free electrons from the conduction band trans-
fer their energy to ions via Coulombic interaction. Although collisions between
electrons and ions may occur instantly after the excitation, typical time scale
of this interaction is ∼0.5 ps [157, 173]. Equilibration of the electron and ion
temperature then takes from sub-picosecond times up to several tens of picosec-
onds [44,80,173–177]. Ultrafast (∼100 fs) excitation of phonons can be observed
in samples of small dimensions because of phonon softening [176]. In this process,
a coherent atomic motion is driven by altered potential induced by excited elec-
trons and not by the thermal excitation [152]. A fundamental difference between
the thermal and nonthermal melting is described in Figure 3.7.

3.2.2 Desorption and ablation
Depending on the laser intensity, various processes on typical time scale of ∼10 ps
like melting, spallation and phase explosion might result from intense heating of
the crystal lattice. The latter two result in material ablation [179].

The first systematic study of laser desorption and ablation was published by
R. F. Haglund in 1996 who described material response to intense UV light [180].
These two processes are supposed to originate in distortions of lattice followed
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Figure 3.7: Fundamental difference between thermal (a) and nonthermal (b) melting. Thermal
melting is induced by phase transition of heated material within the same potential, whereas
nonthermal melting is induced by a direct change of interatomic potential which may or may
not further relax into different stable phase. Adapted from [178].

by its instability and bond breaking. He defined laser desorption as “emission of
ions, atoms and molecules without any substantial disturbance in the surround-
ing surface.” Desorption is also considered to happen before absorbed energy
dissipates into surroundings, it is not accompanied with corona formation and it
results in removal of less than a half of a single atomic layer. Compared to that,
laser ablation is “a large-scale disruption of surface and near-surface geometrical
and electronic structure associated with corona formation of ejected material.”
It is driven by excitation, thermalization and lattice instability and results in
removal of more than a half of the atomic monolayer per pulse. However, later
in 2009 J. Chalupský et al. [181] showed that Haglund’s criterion defined for UV
regime must be modified for soft X-ray pulses. They found that desorption is
about an order of magnitude more efficient in case of poly(methyl methacrylate)
— PMMA exposed to more energetic photons. Approximately 5 nm of PMMA
surface can be removed after single-shot irradiation. The ablation depth increases
with deposited dose but this response does not have to be strictly linear as de-
scribed in Chapter 6.3. It is also worth recalling that long-pulse ablation is much
more efficient for shorter wavelengths because of the absence of critical surface in
the plasma plume.

At the first sight, an opposite process to the ablation was observed after
exposing samples of amorphous carbon to modest fluences of 60-nm radiation
[144]. A few picoseconds after the irradiation the material expanded to ∼ 1.3×
the initial volume as a result of partial graphitization and a hillock was observed
instead of a crater. Amorphization of SiC followed by its expansion was observed
also in our experiment described in Chapter 7.2 and [55].

3.2.3 Spallation
Very fast heating connected with formation of large stresses is typical especially
for a few-nm near-surface layer of high-absorbing material [157]. The pressure
is induced by ultrafast expansion generated by the heating which cannot be fol-
lowed by a slow mechanical motion or surrounding material. This so-called stress
confinement regime is responsible for the photomechanical spallation of a single
or multiple surface layers [53, 179]. It has been shown that melting threshold is
about 5× lower than spallation threshold which is dependent not only on the flu-
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ence but also on the intensity of the laser pulse. Simulations show that spallation
is not observed for long 50-ps pulses because of an absence of the stress confine-
ment regime [179]. The phase explosion, observed as explosive phase transition
from liquid to vapour, has fluence threshold about 2× higher than the spallation
threshold.

Fast temperature increase is also accompanied by formation of a compressive
wave followed by its tensile counterpart. Velocities of these waves are limited by
the speed of sound (∼km/s) and typical pressures are ∼10 GPa [134]. Higher
pressures are induced by highly absorbing radiation of low penetration depth
because of high-temperature gradients. During the first few picoseconds, an in-
terface between the solid and liquid material propagates into the material at a
very high speed. Propagation slows down and stops after ∼100 ps and depth
∼10–100 nm. Molten material resolidificates at the time scale of hundreds of pi-
coseconds up to a several nanoseconds [179]. Time evolution of depth of interface
between solid and liquid phase for all melting, spallation, and phase explosion is
shown in Figure 3.8.
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Figure 3.8: Time evolution of melting and resolidification of a nickel target irradiated with
1-ps laser pulses at different fluences. Data obtained by theoretical simulations, which combines
molecular dynamics, electron–phonon coupling, and electron heat conduction, are taken from
[179].

Except of the thermal melting and start of a corona formation connected
with the hydrodynamic expansion, the picosecond time scale is, for example,
typical also for skyrmion formation [182], ultrafast magnetic transitions [183],
and heterogeneous gold transition which can last up to 1 ns [177].

3.3 Nanosecond
Nanosecond time scale can be considered as a time scale of corona effects and
propagation of waves and cracks. As the heat conduction is much slower than
fast mechanical response, evolution of these processes can be treated separately
and mechanical motions considered as adiabatic.

30



3.3.1 Corona
Material ejected into space via ablative processes creates a plasma plume called
corona which can last up to several tens of nanoseconds. Schematic description
is shown in Figure 3.9. Laser radiation is reflected at the critical surface and
heating of the material is thus limited. The main absorption mechanism in the
corona is inverse bremsstrahlung on free electrons. Generated hot electrons of
energies up to ∼10 keV transfer energy to the target which simultaneously leads
to accumulation of negative charge. Created field pushes and accelerates slow
electrons from the sample back to the corona. A very strong fields up to GV/cm
can be created in laser plasmas and might serve as acceleration media for gener-
ation of multi-GeV electron beams [184, 185]. Inasmuch as the corona formation
takes at least a few picoseconds it is not relevant to pulses of duration shorter
than one picosecond. More about the corona formation and dynamics can be
found in [186].
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Figure 3.9: Schematic description of processes accompanying corona formation. Figure in-
spired by [63].

3.3.2 Shock waves
High pressures can be reached either by static experiments, where a sample is
compressed between two anvils or pistons for several seconds, or by dynamic
experiments, where matter undergoes an extreme squeezing which lasts only for
a very short time. The dynamic compression can be reached by a shock wave
excitation.

A shock wave is a strong pressure wave with velocity greater than the sound
speed in a given medium [187]. Difference from a classical sound wave resides in a
discontinuity or a sudden change of material properties (such as pressure, density
or temperature) at the wavefront. It can be generated in medium exposed to a
sudden impact of external forces. The most typical is generation by an accel-
erated foil [188] and by an intense laser pulse which creates a very hot plasma
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— the corona. Momentum of the ablated material together with the thermal
pressure acts on the target and drives the shock wave. Experiments typically
employ focused nanosecond pulses of energy in range ∼ 1–100 J reaching inten-
sities >TW/cm2 [26]. Some advanced methods use two pulses where the first
pulse pre-compresses the target material and the second one generates a shock
wave compressing the material to a very high pressure (∼ Mbar) but still at rela-
tively low temperature (∼ 1000 K) [33,151]. Another methods use irradiation by
two [26] or multiple [22] beams from different angles to ensure more homogeneous
compression. Homogeneity is an important prerequisite, for example, for ICF.

Speed of shock waves in metals is typically ∼10 km/s which was also confirmed
by temporally-resolved experiments where compression of ∼ 10 − µm-thick sam-
ples followed by lattice melting is observed within first few nanoseconds after
the optical pulse arrival [26, 33]. The material is compressed to density several
times higher than the original one and heated to temperatures of a few electron-
volts [26,28,29]. Hence shock waves can also be used to enter the WDM regime.
Propagation of laser-induced shock waves as well as corona formation can be
nicely observed by a shadowgraph method [189], see Figure 3.10.

Figure 3.10: A shadowgraph imaging
laser ablation of silica glass captured 15 ns
after 50-fs pulse arrival (at 800 nm). A
shock wave (S) propagating into air as well
as first (1) and second (2) stress waves can
be observed. Picture from [189].

When probing a shock-compressed material with a laser pulse, several criteria
must be met: The pulse duration must be very short in order to capture a static
state of the material, it must be able to penetrate through the laser-generated
plasma and its wavelength must be comparable with structure dimensions so
Bragg peaks might be observed in a diffraction. These constraints clearly point
out to the XFEL pulses. The characterization methods then rely on angularly,
spectrally and temporally resolved X-ray detection, i.e. diffraction measurements
of Bragg reflections [33,151] and X-ray scattering [26,28,29].

It has been also shown that shock waves are responsible for liquid drop ex-
plosions(5) and consequent distortion of a liquid jet important for protein crys-
tallography experiments and others [191]. Liquid jets are extremely important
for delivering miniature samples (like viruses) into the beam and their dynamics
spanning to hundreds of microseconds is studied for many years [192]. As the
structure of these tiny samples is determined with use of CDI, plenty of diffrac-
tive patterns have to be recorded and high repetition rate of XFELs thus matters.
Pioneering experiments at MHz rep. rate showed that flow of liquid jets is signif-
icantly distorted by propagating shock waves generated by the XFEL pulse [191].

(5)By capturing loads of pictures at different time delays, it is possible to record continuous
evolution of the drop explosion. This breathtaking movie experience is strongly recommended
and can be watched at [190].
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Nevertheless, later experiments revealed that MHz crystallography employing liq-
uid jets is feasible for jet speeds exceeding 50 m/s at which jets recover in time
for the next pulse [193]. Femtosecond crystallography designed for MHz rep. rate
is nowadays available at XFEL instruments [166].

Opposite to the shock waves are rarefaction waves which play a crucial role
in material spallation [194]. Mathematical description of the waves and their
propagation can be found in [63].

The nanosecond time scale is also characteristic for evolution of quasiparticles
such as magnons or excitons. Dynamics of spin waves, propagating collective
excitations in magnetic materials also known as magnons, resonating at a few
GHz was observed by synchrotron radiation [195]. Lifetime of excitons, where
an electron and a hole form a bound state via coulombic attraction, is typically
≈ 100 ns [196]. Formation of excitons plays an important role in luminescence
yield of Ce:YAG scintillator exposed to short-wavelength radiation [197]. Pho-
toexcited charge carriers form excitons which later decay into several different
channels. Main energy transfer from a decaying exciton to Ce3+ ion, important
for observable photoemission, can be however suppressed by mutual quenching
of neighbouring excitons. This process emerges from dipole–dipole interaction
and its probability significantly increases with density of excitons. Consequent
saturation of the luminescence yield at high irradiation intensities is critical for
usage of these scintillators in X-ray laser beam monitors as discussed in Chap. 6.

The nanosecond lifetime is also typical for energy levels within semiconductor
band structure whose exponential decay results in emission of fluorescent light.
Phosphorescence connected with charge trapping and detrapping ranges from
milliseconds up to several hours [198].

3.4 Microseconds
Microsecond time scale is characteristic for heat conduction. Electron–phonon
coupling is now finished and lattice vibrations transmit deposited heat away from
the irradiated spot. As the thermal diffusivity is relatively slow (∼ 100 µm2/µs
[199]) we may surely state that no energy dissipates via heat conduction during
the sub-picosecond pulse. Moreover, most of the energy does not diffuse but is
spent on the latent heat of fusion (enthalpy of fusion). Hence possible effects of
heat conductivity on thermally-induced damage can be observed only for suffi-
ciently long pulses, continuous exposure and femtosecond pulses delivered at high
repetition rate.

Influence of heat accumulation on damage threshold at high repetition rate
was examined by R. Sobierajski et al. [52]. Samples of bulk silicon were exposed to
13.5-nm 400-fs pulses delivered as single-shots and at 10 Hz and 1 MHz repetition
rate. Measured damage thresholds and theoretical calculations revealed that
surface irradiated at 1 MHz rep. rate can be damaged at fluences 10× lower
than fluences needed for the single-shot damage. One microsecond delay between
individual pulses is thus not enough for a sufficient heat dissipation and there
is still a significant portion of heat left by the previous pulse when the next
pulse arrives. High repetition rate therefore leads to heat accumulation and
consequent significant decrease of the damage threshold. It was also shown, that
100 ms delay between pulses delivered at 10 Hz rep. rate is sufficiently long for
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relaxation of the irradiated material and no decrease of the damage threshold
compared to that measured by single-shots was detected. Described observation
is immensely important for optical elements of megahertz beamlines which can
be unintentionally damaged even at low fluences entirely safe for low repetition
rate.

Beside the others, microsecond is also a typical time scale for liquid injector
dynamics [191,193] or molecular nucleation [200].

3.5 Final state
During and after the irradiation the target material undergoes irreversible changes
which can be examined post-process by a wide variety of different methods (see
Chapter 5). A characteristic time when these changes can be inspected spans up
to infinity but starts immediately after the material relaxation, i.e. milliseconds
after the exposure. The irradiated surface may show signs of various damage
mechanisms like ablation or desorption [180], already mentioned phase transition
to amorphous or crystalline structure and others. Low fluences induce melting of a
thin surface layer. Its resolidification usually results in surface roughening induced
by tensile stress waves and cavity formation [53] or recrystallization into nano-
droplets of sizes 30–50 nm [52]. High mechanical tension in the stress confinement
regime is responsible for creation of crystal defects up to depth of ∼100 nm [52]
and spallation of the material (typically ∼10 nm) which might be also considered
as the leading effect of the single-shot ablation [53].

A very important feature of each damage process is the minimum average
dose absorbed per atom at which the given structural change occurs. This is
usually termed as damage threshold which is highly dependent on the photon
wavelength, light intensity, material, incidence angle and others [201]. Regard-
ing the imprinting method employed in focused beam characterization, the most
important is the estimation of the ablation damage threshold fluence.

Study of damage thresholds and related mechanisms is very important for
optical elements [52, 139, 201] as well as for ICF. Although damage to optics
is usually unwanted, ablation might be employed in nanostructuring process of
various samples [202,203]. This method, compared to transient gratings common
in the visible regime, imprints the interference pattern directly into the material
where it stays for later use.

3.6 Summary
In the previous paragraphs we have described processes which follow after ab-
sorption of one up to 1012 photons with energy ranging from XUV region up to
hard X-rays. The interaction can be generally divided into four main phases:
1) absorption of the laser pulse by electrons (femtoseconds), 2) electron–phonon
coupling leading to equilibration of electron and ion temperatures (picoseconds),
3) energy propagation through the medium (nanoseconds to microseconds), 4)
cooling of the material and formation of the final state (> milliseconds). Each
phase is accompanied by processes, which are summarized and compared with
interaction of visible light in the following text.
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In the first stage, the laser pulse interacts with the target material. High-
energy photons create core holes by a direct photoionization of the innermost
electrons. These holes are filled either by the Auger effect (small Z) or fluorescence
(high Z). Emitted electrons, forming a highly non-equilibrium energy distribution,
then promote secondary electrons into the conduction band by electron–ion im-
pact ionization and, on the time scale of hundreds of femtoseconds, equilibrate
into the Fermi–Dirac distribution. The crystal lattice at this stage remains dense
and relatively cold and two-temperature model can be thus applied here. In-
tense ultrashort visible pulses interact in a quite similar way, however, with two
significant differences. First, atoms irradiated by the visible pulses are being
stripped of electrons starting from outer shells down to the core. Weakly-bound
electrons can be directly photoionized, whereas deeper shells are usually being
excited or ionized via collisional processes. Multiphoton ionization and optical
field ionization may also play significant role at high intensities. Second, visi-
ble light cannot propagate beyond the critical surface typical for metals coronal
plasma. Volumetric heating of metals is therefore possible only with the use of
the short-wavelength radiation. Deposition of all optical-pulse energy only to the
surface layer of metal increases thermal gradients which may consequently result
in lower damage thresholds. Absorption of the pulse energy in coronal plasma is
important only for optical pulses with nanosecond or longer duration.

Transfer of energy from electrons to the lattice via electron–phonon coupling
occurs on the time scale of several picoseconds. The thermal energy gained by
the atomic (ionic) lattice within several picoseconds is high enough to surpass the
melting temperature, release the bonds and allow the material to melt thermally.
With increasing pulse energy, melting can be potentially followed by spallation,
phase explosion, ablation, etc. Nevertheless, the interatomic potential might
be changed by a strong photoionization of bonding electrons leading to lattice
destabilization within hundreds of femtoseconds. This ultrafast phase transition
achievable by ultrashort pulses within a wide spectrum of wavelengths is appro-
priately called nonthermal melting.

Time scale from picoseconds up to microseconds is typical for corona forma-
tion, hydrodynamic expansion of created plasma, propagation of shock and rar-
efaction waves, heat conduction throughout the sample, and consequent material
damage, respectively. Intense ionization, heating and ablation processes result in
irreversible material changes like phase transitions, ablation or desorption, local
changes of optical parameters, etc., observable with the use of microscopic tech-
niques. It has been shown by I. Milov et al. [53, 134], that final differences after
irradiation of certain materials by visible and XUV light might be quite small
and primary processes like electron cascades thus play a negligible role in a final
shape of the material damage.

Summary of main processes and their time scales is illustrated in Figure 3.11.
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Figure 3.11: Time scale of light–matter interaction. All values should be considered as
approximate due to a large complexity of the interaction.
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4. Sources of short-wavelength
radiation
This chapter provides description of sources employed in experiments described
in the second part of this work. It starts with a brief introduction to synchrotron
radiation and free-electron lasers (FELs). Extensive description of sources of the
synchrotron radiation is beyond the scope of this work and can be found else-
where [204,205]. In the next part, functionality of plasma-based short-wavelength
lasers used for irradiation of graphene (Chap. 7.2) and CdTe (Chap. 7.3) is de-
scribed. Comparison of parameters of other large and powerful laser facilities is
also provided here. Finally, a short overview of X-ray optics is given in the end
of this chapter.

Theoretically predicted synchrotron radiation was first observed by F. R. El-
der in 1947 as “a small spot of brilliant white light” coming from a small syn-
chrotron tangentially to orbiting electrons [206]. The synchrotron radiation is
nowadays known as radiation emitted by a charged particle during its centripetal
acceleration. It can be produced in man-made sources, like bending magnets,
wigglers and undulators, but also in nature. The most famous natural source is
Crab Nebula emitting pulses of radiation ranging from radio waves to gamma
rays [207]. Other natural sources of XUV and X-ray radiation are, for example,
radionuclides and solar corona.
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(free-electron lasers)
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(synchrotrons &
storage rings)

X-ray tube

1st generation

2nd generation

Figure 4.1: Historical development of
(peak) brilliance with years. Data are ap-
proximate.

Dipole accelerators focused on high-
energy particle research emitted syn-
chrotron radiation in a parasitic mode
which actually limited further approach to
higher photon energies. This so-called first
generation of the synchrotron source was
quite soon followed by the second one. The
first facility dedicated solely to the X-ray
generation using bending magnets, Syn-
chrotron Radiation Source (SRS) at the
Daresbury Laboratory (UK), started its
operation in 1981 and was the represen-
tative of the second generation. Large di-
vergence and very broad spectrum of light
coming from bending magnets was signifi-
cantly improved by implementation of wig-
glers and undulators, devices employing al-
ternating magnetic fields to wiggle rela-
tivistic electrons. Utilization of these new
devices laid the foundations of the third generation of synchrotron radiation
sources.

Although synchrotrons and storage rings are great instruments for tomog-
raphy, nanotomography, fast 2D imaging and others [208], some experiments
involving, for example, CDI or WDM research are not possible. To conduct these
advanced measurements, one needs an extreme number of photons of a very sim-
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ilar energy focused on a tiny spot during a very short period of time. This can
be ensured by high brilliance(1) of the source.

Even though brilliance of synchrotrons is very high, there is, as Figure 4.1
shows, also the fourth generation of synchrotron radiation sources whose brilliance
reaches astronomical values. These are the free-electron lasers.

4.1 Free-electron lasers
The first idea of an FEL came in 1970’s when J. Madey proposed a possible stimu-
lated emission of bremsstrahlung during a passage of a relativistic electron bunch
through an alternating magnetic field [209]. A. M. Kondratenko and E. L. Saldin
then published a detailed study of the electron bunch self-modulation and gener-
ation of coherent radiation during its single passage through an undulator which
has no resonator [210]. Although they proposed this idea mainly for a sub-
millimeter spectral range, it became popular mostly for generation of photons at
much higher energies. Just a few years later R. Bonifacio and C. Pellegrini pub-
lished a paper where they calculated optimum parameters of the electron density,
undulator length and others to produce a high peak-power radiation [211].

4.1.1 List of FELs
Although first proposals appeared so early, it took over 30 years to construct a
laser capable of coherent short-wavelength radiation delivery. It was Free-electron
laser in Hamburg (FLASH) in Germany which began its test operation in 2002
and started the first era of short-wavelength FELs [212]. Other lasers built in
next few years were Linac Coherent Light Source (LCLS) in California-USA [3],
SPring-8 Compact SASE Source (SCSS) in Japan [4] later replaced by Spring8
Angstrom Compact FEL (SACLA) [5] and FERMI@Elletra in Italy [6], the first
representative of a seeded FEL operating in short-wavelength regime. These
facilities of the first generation of FELs were designed to deliver femtosecond
pulses at moderate repetition rates (∼10 Hz) with energies up to few millijoules
and photon wavelengths reaching those of hard X-rays. Parameters of novel
FELs are designed to satisfy strong demands of complex experiments such as
CDI or HEDP investigation. An emphasis is therefore put on high repetition
rates, higher photon energies and greater number of photons in each pulse. These
new facilities involve SWISS FEL in Switzerland [7], European X-ray free-electron
laser (EuXFEL) [8], Pohang Accelerator Laboratory XFEL (PAL-XFEL) in South
Korea [9] and Soft XFEL (SXFEL) in China [10]. Lasers from the first generation
are continuously upgraded in order to provide even brighter, shorter and more
energetic pulses at higher repetition rates. This is the case of LCLS-II [11] and
FLASH II [12]. All mentioned facilities are pictured in the Figure 4.2. As can
be seen, several more are proposed to be built across the world. Except of the
short-wavelength FELs there is, of course, a large number of lasers operating at
lower photon energies not pictured in the figure. List of these facilities can be
found in [213].

(1)Brilliance is sometimes confused with brightness: brilliance is brightness per 0.1% band-
width of the central wavelength.
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Figure 4.2: World map of FELs operating in the short-wavelength regime. There are only a
few FELs producing short-wavelength radiation but many more being built and proposed.

4.1.2 Self-amplified spontaneous emission
Both synchrotrons and FELs use electrons and periodic magnetic fields to pro-
duce light. The main difference resides in the way how the light is produced:
Electrons in the electron bunch passing through wigglers or undulators oscillate
and emit radiation. Photons generated in the undulator however constructively
interfere with each other which results in summing of electric field amplitudes in-
stead of intensities as it happens in wigglers. Furthermore, thanks to high-quality
of electron bunches an effect called microbunching takes place in well-tuned un-
dulators used in FELs. During this process, generated photons interact with the
electron bunch which is redistributed into micro-bunches emitting the coherent
radiation. This process, which stands behind high-gain FELs delivering extremely
bright pulses, is called self-amplified spontaneous emission (SASE). An exponen-
tial increase of laser beam intensity during one passage through an undulator
is, contrary to synchrotrons, characteristic for SASE FELs. The SASE process
puts strong requirements on electron bunches, such as high peak current and per-
fect monochromaticity, as well as on undulator’s magnetic field periodicity and
intensity. These requirements can be met because of the use of proper linear ac-
celerators containing series of electron compressors and collimators and modern
magnetic alloys. Radiation spectrum emitted by the electron bunch in the undu-
lator is not broad, as in cases of bending magnets or wigglers, but consists of a
narrow fundamental spectral line being followed by less intense harmonic orders.
A closer look at the line shape (see Figure 4.3) reveals many peaks representing
spectral modes emerging from each particular microbunch.

4.1.3 Self-seeding
One of the main problems of the SASE process is a stochastic origin of first
photons emerging from the shot noise. Random phase and amplitude of initial
field entering the amplification process causes shot-to-shot instabilities of output
parameters such as pulse energy and spectral, spatial and temporal pulse shape.

39



9.05 9.06 9.07 9.08 9.09 9.1 9.11
Photon energy [keV]

0

50

100

150

200

In
te

ns
ity

 [
a.

u.
]

Figure 4.3: A single-shot FEL spectrum measured at SACLA shows its typical spiky profile.
Data from [214].

For this reason, a self-seeding technique, first implemented at FERMI, was devel-
oped [215–217]. This method employs two (or more) undulators where the first
one serves as an oscillator for generation of a weak photon pulse of well-defined
parameters which is further amplified in the next undulator(s).

4.1.4 Burst mode

{

10 trains in 1 s

400 pulses in 1 train

1 μs 100 fs

100 ms 

Figure 4.4: Structure of the burst
mode at FLASH.

FELs usually deliver photon pulses in the so-
called burst mode. It is mostly dictated by ca-
pabilities of injectors and linear accelerators.
A typical scheme, used also during the exper-
iment with MHz desorption at the FLASH fa-
cility (Chapter 6.3), is shown in Figure 4.4. In
a standard mode, when a fast shutter select-
ing individual pulses is kept open, there are 10
trains per second each consisting of 400 ∼100-fs
pulses separated by 1 µs. The MHz repetition
rate is thus available only for a very short time
(400 µs). Together there are 4000 pulse per
second, i.e. an effective repetition rate is 4 kHz. A very similar situation is at
the EuXFEL where individual 10–100-fs pulses are separated by 220 ns and each
of 10 trains per second consists of 2700 pulses resulting in an effective rep. rate
of 27 kHz.(2) An exception should be LCLS-II (a new superconductive version of
LCLS) which promises a quasi-continuous wave operation (1 MHz rep. rate) due
to use of new superconducting accelerator technology [11]. Using extreme rep.
rates, one has to pay attention not only to possible overheating of optical elements
but also to collection of data. High-resolution detectors can already produce up
to 10 GB/s and sophisticated data storage plans must be thus involved.

(2)An interesting situation occurs when one calculates a ratio of time when EuXFEL delivers
10-fs pulses and is “switched on” to “dark” delay between the pulses. Despite astonishing 27-
kHz rep. rate, the laser is “off” for 99.999999973% of the operating time. It corresponds to 8
milliseconds of light produced every year of permanent operation!
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4.1.5 Pulse properties and diagnostics
Each experiment has slightly different requirements to specific properties of the
photon pulse. Most of them can be met by using various instruments imple-
mented in each beamline. Starting already at undulators, different arrangement
of magnets leads to linear or circular polarization of FEL pulses [218]. A proper
choice of polarization determines direction of photoelectrons and possibly also
damage threshold. Another important instrument is a monochromator which se-
lects only photons within a defined energy range. A typical bandwidth of the
spiky FEL spectrum is 0.5% and monochromatization might be essential for a
class of experiments requiring narrow-band spectra rather than quasimonochro-
matic radiation. Temporal profile of the pulse is obviously characterized with
use of THz streaking [219, 220] or other methods [221, 222]. In optical lasers the
pulse compression is usually achieved via chirped pulse compression technique.
This situation is slightly more complicated at FELs as all-optical pulse compres-
sors, employing diffraction gratings, are inefficient. However, the chirp can be
introduced already to the electron bunch in order to get a chirp in the photon
pulse [223]. The pulse length can be furthermore shortened by lowering the bunch
charge. Nevertheless, from the perspective of ultrafast electronic processes and
phase transitions, it seems that temporal shape of the pulse (Gaussian, box, noisy
SASE) is not very important at all [45].

A direct impact of possible experiments at modern FEL facilities can be clearly
observed in the field of HEDP. Their bright and extremely short XUV pulses pro-
vide a perfect tool for the isochoric heating and reaching the WDM/HDM con-
ditions. Furthermore, integration of an autocorrelator (split-and-delay unit) into
the beamline makes pump–probe experiments possible. The forthcoming ener-
getic pulse usually serves as a pump isochorically heating the target and the sec-
ond delayed pulse is used to probe the created dense plasma. Spectrally-resolved
X-ray scattering, emission spectroscopy, Thomson scattering, Bragg reflections
and other methods are used for a detailed diagnosis of plasma properties. More-
over, some beamlines also provide optical lasers synchronized with FEL pulses
making it possible to perform two-colour pump–probe experiments. An advan-
tage of visible pulses is that their high pulse energies can be used for creation of
extreme pressures which are then probed by FEL pulses.

4.2 Other short-wavelength sources

4.2.1 PALS
Prague Asterix Laser System (PALS) is an iodine laser system situated in Prague,
Czech Republic. This system was developed at the Max-Planck-Institute of Quan-
tum Optics as Asterix IV and later it was transferred to the Czech Republic [224].
Nowadays, it is capable to deliver 400-ps pulses at 1315 nm and energy up to 1 kJ
which can be focused to power density up to 3 × 1016 W/cm2. Recovery time
between individual full energy pulses is approx. 20 minutes [225].

In 1994 B. Rus et al. showed that heating of a zinc target with powerful
laser pulses (1013 W/cm2) can lead to production of neon-like zinc plasma with
high population inversion. They focused on a particular transition J=0 to J=1
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Figure 4.5: Illustration of an experimental arrangement focused on XUV pulse generation.

which exhibited a significant gain and achieved generation of intense laser pulses
at 21.2 nm [226]. Several years later, this experiment was realized at the PALS
facility with even better results as described below [227].

Figure 4.5 shows the way how the IR beam, provided by the PALS facility, is
converted into the XUV pulse and focused onto the target. An infrared pre-pulse
with energy of ∼ 1 J and delayed main pulse with energy of 0.5 kJ are both focused
by a tandem of cylindrical and spherical lenses (the spherical is not shown in the
figure) on the zinc target placed in a vacuum chamber. Energy of the IR pulses is
thus transferred into a 3-cm-long column of highly ionized zinc plasma. Electron–
ion collisions lead to a removal of twenty outermost electrons from most of the
zinc atoms. Collisional ionization of the ten remaining electrons is not probable
because of the ionization bottleneck (see Chapter 2.4.2).(3) Created highly ionized
plasma with high abundance of Ne-like zinc atoms further undergoes an atomic
transition (2p5

1/23p1/2)J=0 → (2p5
1/23s1/2)J=1 and via the amplified spontaneous

emission (ASE) it starts to lase at 21.2 nm. The described effect is schematically
shown in Fig. 4.6a. Figure 4.6b shows that radiative deexcitation also occurs at
different dipole-allowed transitions but the transition from J = 0 to J = 1 has the
greatest amplification factor and yields the best signal. It is worth noting that
transition 2p53p → 2p6 is forbidden which makes the state 2p53p metastable with
an increased lifetime compared to other states. This fact enables formation of
inversion and ASE process. In order to increase the efficiency of the ASE process,
a half-cavity mirror is used and some of the photons thus propagate through
the plasma twice stimulating more radiative transitions. Generated ∼ 100-ps
XUV pulse of multi-millijoule energy can be attenuated using solid metallic foils
and focused onto the target by an Al/Mo multilayer mirror (capped with a B4C

(3)As the ionization energy of the 11th electron is 737 eV and of the 10th electron 1846 eV
the plasma temperature is assumed to be around 1 keV [88]. This makes also a condition for a
proper intensity in the focus which should be 3 × 1013 W/cm2.

42



coating) of reflectivity 70% and focal length 300 mm. Attenuation foils also shield
scattered IR photons which might otherwise propagate through the beamline
and disturb measurements on the target. The parasitic effect of the IR photons
was employed in CdTe damage experiment to compare an impact of photons at
different energies. See Section 7.3 and/or [54].
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Figure 4.6: Description of IR light conversion to XUV pulse employing the neon-like zinc
plasma. (a) Collisional ionization of the zinc atom by IR photons. Subsequent transition
within the M-shell is accompanied by XUV photon emission. (b) Simplified diagram of essential
energetic levels and transitions.

4.2.2 Capillary discharge laser
Compact sources of coherent XUV pulses are of interest to many researches as
the FELs are quite expensive and do not fit to most laboratories. Although a
recent development of compact electron accelerators promises miniaturization of
FELs to table-top scales their future and utilization is still uncertain. Capillary
discharge lasers (CDL) represent one of several possible compact alternatives to
FELs.

CDL used in our experiments (Chapters 7.2 and 7.3) shown in Figure 4.7 is
based on ASE of neon-like argon plasma produced by an intense current pulse. A
high voltage source is used to charge ceramic capacitors which quickly discharge
through a spark-gap pressurized with air shown in Figure 4.7a. Generated current
pulse of ≈ 20 kA propagates through a 21 cm long ceramic capillary with 3.2 mm
inside diameter filled with argon at pressure of ∼ 1 mbar. Strong magnetic field of
the current pulse compresses the argon plasma into a hot and dense column with
high axial uniformity. Electron impact excitation creates a population inversion
in the neon-like plasma between 3p 1S0 and 3s 1P1 and lasing thus starts through
the ASE process at 46.9 nm. The generated pulse has duration of ≈ 1.5 ns
and energy of Epulse ≈ 10 µJ [228]. Interaction experiments are conducted in a
high-vacuum chamber (Figure 4.7b) equipped with a motorized target holder and
diagnostic devices.
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(a) (b)

Figure 4.7: Capillary discharge laser at the Institute of Physics of the Czech Academy of
Sciences. An uncovered main spark-gap, which is during the operation immersed into an in-
sulating and cooling oil bath, is shown in (a). All components are enclosed in an aluminium
construction shielding the electromagnetic pulse generated during the discharge process. The
front view (b) shows the interaction chamber with the target holder and diagnostic devices.(4)

4.2.3 Laser on inner-shell atomic transitions
The two previous XUV sources employ a photonic or current pulse to create a
population inversion in the produced plasma which lases at short-wavelengths
as outer-shell electrons change their electronic states via stimulated emission.
One can certainly think about a laser based on more energetic inner-shell atomic
transitions. The first observation of that type was performed by Yoneda et al.
who used a tunable soft XFEL for a direct photoionization of copper Kα electrons.
Created plasma generated strong ASE at 1.5 Å [132]. This approach was not
possible until the advent of FELs as it was extremely difficult to create sufficient
population inversion between two electronic levels of such high energy difference
and hence extremely short lifetimes (≈ 1 fs).

4.2.4 Laser facilities with extreme parameters
The most powerful pulses nowadays exceed 1 PW limit with use of chirped pulse
amplification (CPA). The origin of these lasers can be traced back to Lawrence
Livermore National Laboratory (LLNL). First petawatt pulses were generated
in 1990’s by Nova (LLNL) laser which was built to study possible approaches
towards fast ignition fusion [229]. Its successor, National Ignition Facility (NIF-
LLNL), aims to achieve the ignition directly with use of multi-directional irradi-
ation of the hohlraum employing 192 pulsed laser beams of total power 0.5 PW
and energy ∼2 MJ [230]. Similarly, Laser Mégajoule facility build in France was
also designed for ICF experiments [231].

One of the greatest projects — Extreme Light Infrastructure (ELI), initiated

(4)Please, forgive the mess which suddenly and unexpectedly formed during our experimental
work. It is attributed to imps who also hide 6-mm allen keys from us.
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by G. Mourou, nowadays contains three facilities aiming at generation of 10 fs
10-PW laser pulses (ELI Beamlines), powerful attosecond pulses (ELI-ALPS) and
highly intense optical and gamma radiation (ELI-NP) [232, 233]. The final part
of the project will be Ultrahigh Field Facility where 100 PW pulses of intensi-
ties 1025 W/cm2 should approach the Schwinger limit and polarize vacuum into
electron–positron pairs [234].

The first laser with multi-joule pulses with average power exceeding the 1 kW
threshold (100 J, 10 ns pulses at 10 Hz) was developed by the DiPOLE team at
the HiLASE facility in the Czech Republic [235].(5) The main problem of such
lasers is overheating due to high fluences. This particular laser employs thin
Yb:YAG discs in a multi-pass geometry and diamond plates for heat dissipation.

The shortest controlled laser pulse ever created was a 43-attosecond pulse
composed of soft X-ray supercontinuum as a result of high-harmonic generation
from femtosecond IR pulse [236].

Future plans aim to increase power of the lasers in order to reach attractive
high-field effects, shorten pulses to observe ultrafast electronic transitions and also
to miniaturize the large-scale facilities to fit them into conventional laboratories.
One promising way suggests to replace radio-frequency electron accelerators by
accelerators using optically-generated THz pulses which can provide ∼100-keV
electrons within a few centimetres [237, 238]. Even larger acceleration field can
be reached using laser-wakefield accelerators based on laser-plasma. Using this
method, electrons can gain almost MeV energies per centimetre [239]. Such elec-
trons can directly enter undulators and emit synchrotron radiation without the
use of very long and complex electron accelerator [240]. Nevertheless, quality
of electron bunches generated by compact accelerators must be significantly im-
proved in order to generate X-ray pulses comparable to those delivered by current
facilities. Shortening of FEL can be done also by reducing the undulator period
but such facility would be still many tens of metres long [241]. It seems that
lots of effort is still needed before these concepts will be transformed into fully
working lab-scale instruments.

4.3 X-ray optics
Formation of brilliant ultrashort pulses containing an immense number of high-
energy photons would not be certainly so glorious if there was no way of focusing
these beams down to the interaction targets placed far away from undulators in
experimental hutches. X-ray optics is a very important part of each beamline
and the availability of a tiny focus is of great interest to high-resolution X-ray
microscopy and also to HEDP research requiring extreme intensities. Considering
the short-wavelength of the X-ray pulses, it is clear that it should be possible to
focus them down to a few nanometre-wide spots as the diffraction limit drops.
Nevertheless, it is the short wavelength which actually brings great difficulties in
proper choice of material and fabrication of precise optics suitable for this light.

Optical properties of materials significantly vary with increasing photon en-
ergy and conventional approaches, typical for visible region, are often not ap-

(5)Although the peak power of this laser reaches those of nuclear power plants, its average
power is still at the order of an ordinary electric kettle.
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plicable in the short-wavelength regime. The main issue resides in the complex
refractive index n which can be described as n = 1 − δ + iβ, where δ ≪ 1 and
β > 0. Since the real part of n is close to 1, the normal incidence reflectivity
as well as refractivity is very small. Non-negligible β is responsible for strong
absorption of short-wavelength radiation. Reflectivity of mirrors can be signifi-
cantly improved when the incidence angle falls below the critical angle (measured
from surface). The critical angle is usually quite small and mirrors are thus used
in grazing incidence configuration. Another problem of mirrors is the roughness
which must be much lower than the wavelength of used light. These two require-
ments make fabrication of such mirrors very difficult as they must be up to a meter
long and totally flat. Use of interferometric measurements [242] shows that error
of precisely polished ∼1 meter long mirrors is only a few nanometres [243,244].(6)

These mirrors are used for beam distribution, in Kirkpatrick-Baez (K–B) focusing
optics, etc.(7)

Reflectivity of mirrors designed to work under or close to normal incidence
angle might be increased by coating the reflective surface with a multilayer struc-
ture. An off-axis parabola coated with a Mo/Si multilayer, a similar one was
used in aluminium free-free opacity measurements (Chapter 7.1), had an initial
reflectivity above 60% at 13.5 nm [15,245].

Use of refractive optics in XUV region is problematic due to high absorption
of convenient materials. Situation in the hard X-ray regime is more favourable as
the absorption coefficient decreases with increasing photon energy. Mostly used
materials for fabrication of such optics are lightweight elements like flammable
lithium or poisonous beryllium. The fact that real part of the refractive index is
only slightly smaller than unity means that focusing lenses must be of concave
shape and many of them must be used to achieve a significant effect. A set of
20 Be lenses together with a corrective phase plate reducing spherical aberration
was used to reach a diffraction-limited focus of 8-keV FEL beam at LCLS [246].

Fresnel zone plates (FZPs) consist of alternating transparent and opaque
zones. Light transmitted through the FZP diffracts on the opaque zones and
constructively interferes in the focal plane. Clear disadvantage of FZPs is that
large portion of light is absorbed by the opaque material. Another transparent
material with different refraction index is therefore used to change the light phase
by π instead of filtering it out [247]. Thickness of such FZP where widths of out-
ermost zones are only ∼10 nm must be several microns. Fabrication of FZPs
for XUV, soft X-ray and hard X-ray radiation is very difficult obviously em-
ploying lithographic procedures like, for example, e-beam lithography. Instead,
multilayer Laue lenses (MLLs) were developed. MLL is composed of a stack of
2D sheets of two alternating materials which can be tilted or wedged in order to
meet Bragg condition, see Figure 4.8. Because one MLL provides focusing only in
one, vertical or horizontal, direction, a pair of MLLs must be used to get a point
focus [248,249]. An extensive development of this kind of X-ray optics resulted in

(6)Let us now assume there is a flat 200-km-long highway connecting two cities like Prague
and Brno. If we had wanted a comparable flatness of the highway to the mirror (2 nm error
per 90 cm), the largest bump would have been just 0.4 mm high!

(7)The necessity of utilization of distribution mirrors in grazing incidence configuration is also
a partial answer to the question why FELs are so long. A modest requirement of separating two
beamline stations only by a few metres gives a result that distribution mirror must be situated
tens up to hundreds of metres upstream the beamline.
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high-quality MLL being composed of thousands of layers with nanometre periods.
Nowadays, an utilization of MLLs makes it possible to focus hard X-rays to focal
spots smaller than 10 nm [250,251].

Flat Tilted Wedged
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eposition

thickness

Layer
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Section depth
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X-ray

(b)

Figure 4.8: (a) Three different types of MLL. (b) Schematic of light diffraction. Adapted
from [249].

Other optical elements fabricated by coating an etched substrate by a pile of
alternating layers are diffraction gratings employed in chirped-pulse compressors,
monochromators and spectrometers. Materials used for the coating are radiation-
hard like, for example, B4C or ruthenium. An extremely high density of lines (over
20000 line pairs/mm) is required for use in the short-wavelength regime [223].
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5. Methods
This chapter brings an overview of methods used for ex situ analysis. A summary
of microscopic techniques providing a detailed information about surface topog-
raphy is given in the first section. The second section describes an operation of
several spectroscopic methods.

5.1 Microscopic methods
Information such as colour, topography or hardness of an object or its surface
can be obtained by several different methods. Resolution of classical microscopes
based on optical magnification is limited by a relatively long wavelength of visible
light. Provided that we want to observe how much room is at the bottom,(1) we
have to use light of shorter wavelengths. The object shape and its structure is
then usually reconstructed from diffraction patterns as it was mentioned for the
CDI technique in Chapter 4.1. Knowledge of quantum physics and wave–particle
duality shows that except of photons we can employ also electrons and another
particles for object visualization. Both direct imaging as well as diffraction imag-
ing techniques can be adapted for fermions. Representatives of these methods
can be transmission/scanning electron microscopy (TEM/SEM) and reflection
high-energy electron diffraction, respectively. Height profiles of 3D structures
can also be measured by visible light. This method called white light interferom-
etry (WLI) is, as the name prompts, based on interference of reference beam and
beam which is reflected from the surface. Another technique is based on a gentle
touching of the surface with a tiny mechanical probe. It is based on interatomic
forces and is hence called atomic force microscopy (AFM).

5.1.1 Nomarski microscopy
Nomarski microscopy was invented by G. Nomarski in order to optically increase
contrast of the image. In the first part, a polarized light coming from a light source
is split into ordinary and extraordinary rays by Nomarski prism (also known as
Wollaston prism). These rays are then focused onto a transparent sample and
merged together by another set of focusing lens and prism. Enhanced contrast
is obtained from an interference in the detector because each ray has different
phase shift after transmitting through (or reflecting from) the sample. Hence
differential interference contrast (DIC) is another designation of this technique.
Figure 5.1 shows an optical layout of Nomarski microscope built for transparent
samples which uses two prisms. Slightly different arrangement used for opaque
specimens consists of one prism but requires a one-way mirror.

(1)In 1959 R.P. Feynman entitled one of his lectures as “There’s plenty of room at the bottom”.
In this talk he essentially predicted a possible advent of nanotechnology although the word
‘nanotechnology’ was not known at that time [252].
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Figure 5.1: Schematic of Nomarski DIC microscope.

5.1.2 WLI
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Figure 5.2: WLI based on Michel-
son interferometer. Interference of
two beams reflected from the reference
mirror and the sample surface serves
for height profile reconstruction.

The white light interferometry (WLI) is a non-
contact method used for measuring height pro-
files of 3D structures which may vary in a
range from few nanometres to several centime-
tres. As the Figure 5.2 shows, WLI is based
on a principle of the Michelson interferome-
ter with full-spectrum white light at the input.
The beam splitter separates light into a refer-
ence beam and beam which is reflected from
the sample surface. Interference of these two
beams is used to calculate height profile with
a high precision. The principle is based on a
very short coherence length of white light. The
sample is placed on a motorized stage which is
moved in a longitudinal direction during the
measurement and although the whole sample
is illuminated, only light reflected from a narrow depth interval may interfere.
This is possible because of a very small difference of its phase shift compared to
the phase shift of the reference beam. In our measurements we employed a white
light interferometer Zygo NewView 7200 with several different magnification ob-
jectives.

5.1.3 AFM
The atomic force microscopy (AFM) employs a mechanical probe (cantilever with
a small tip) to touch the sample surface and reconstruct its 3D height profile by
measuring the cantilever deflection. A correct interpretation of measured data
can lead up to an atomic resolution of a given structure. The AFM usually op-
erates in one of the three following modes: During the contact mode, the most
intuitive one, the cantilever is constantly in contact with the sample surface. The
tip is kept in a constant distance from the surface using a feedback loop which
controls position of the z-scanner holding the cantilever. Position of the z-scanner
therefore directly copies the height profile of the sample. It is therefore sufficient
for measurements of the height profile or friction. Drawbacks of this method are
scratches on the sample, tip wear and lack of more additional information about
the surface. An advanced tapping mode is schematically shown in Figure 5.3. A
driving signal forces the cantilever to oscillate at its resonant frequency very close
to the surface and mechanical contact is present only for a very limited time. In-
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teraction with the surface induces changes of oscillations which are recorded using
a reflected laser beam and four-segment photodiode. The feedback mechanism
uses this signal to control the z-position of the cantilever to maintain a constant
distance from the surface. The tapping mode can be also used for phase imaging
by monitoring the phase difference between the driving and output signal. This
information in cooperation with another techniques can be used to measure not
only the surface topography but also friction, adhesion, stiffness, elasticity, ther-
mal and electrical conductivity and others. Calculation of stiffness and adhesion
from a force-distance curve is shown also in the Figure 5.3. The third mode,
very similar to the tapping mode, is called non-contact mode. The cantilever in
this mode also oscillates above the surface but precise electronic keeps its lowest
deflection still above the surface.

Our AFM measurements were done in the tapping mode using Dimension
3100 scanning probe microscope driven by a NanoScope IV controller (Veeco,
USA).
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Figure 5.3: Schematic of the AFM in the tapping mode (left) and force-distance curve ex-
plaining interaction of the cantilever with a sample surface (right).

5.2 Spectroscopic methods
Except of getting information about physical appearance of investigated samples
it is often desired to get more knowledge also about its electronic properties
such as band structure, binding energies and lattice vibrations which cannot be
obtained by standard microscopy. Techniques which can measure such properties
often operate with energy of emitted particles which is measured by different kinds
of spectrometers. Resulting spectra may provide great information of energetic
levels of single atoms, vibrational and rotational states of molecules, state of
plasma and many others. An overview of several spectroscopic methods is given
in this section.

5.2.1 Raman spectroscopy
Light propagating through matter interacts with electronic states of atoms,
molecules, crystal band structure and quasiparticles. Re-emission of an absorbed
photon into different directions with different or equal energy is called inelastic or
elastic scattering, respectively. Various mechanisms of the scattering are shown
in Fig. 5.4. When irradiating a sample with intense monochromatic light we find
out that most of the scattered light is at the same wavelength. This is called
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Figure 5.4: Schematic overview of different scattering mechanisms. A green colour denotes
initial photon frequency at ω0. Redshift and blueshift in case of the Raman scattering is
symbolized by red and purple colour, respectively.

elastic Rayleigh scattering which is a great diagnostic tool for characterization
of gasses [253]. Other valuable data of the irradiated material structure can
be obtained from inelastic scattering at wavelengths close but different from
that of excitation light. Inelastic scattering is divided into Brillouin and Raman
scattering according to the magnitude of the wavelength change. While Bril-
louin scattering is connected with phonons propagating in condensed matter,
Raman scattering originates at vibrational and rotational states typical also
for molecules. Discovery and the first observation of the Raman scattering is
attributed to an Indian scientist C. V. Raman who was awarded Nobel prize in
1930, two years after his pioneering discovery [254]. The scattering is nowadays
employed in the Raman spectroscopy which measures energy difference between
photons from the excitation laser and the scattered light. This shift in the photon
frequency, also called the Raman shift, provides information about rotational
and vibrational spectra of molecules. It is therefore applicable to investigation
of solid, liquid as well as gaseous samples.

The first part of classical non-resonant Raman scattering is an electron pho-
toexcitation from a ground level to a virtual level. In the second step, the electron
relaxes to a vibration state which is above the original ground state. During this
relaxation a new photon of slightly lower energy is emitted. Described effect is
called normal Stokes Raman scattering. If the initial state of electron is above the
final state, the emitted photon is blueshifted and we call it anti-Stokes Raman
scattering. In order to enhance weak Raman signal, resonant Raman scattering
can be used. In this case, wavelength of the excitation laser is tuned either to
the first (incoming resonance) or to the second (outgoing resonance) electronic
transition. Resonance can be used for stimulated electronic transitions and con-
struction of Raman laser [255].

Measured spectrum of the Raman shift consists of several peaks which corre-
spond to vibrations of individual bonds, collective vibrations of groups of atoms
like benzene-ring breathing mode or polymer chain stretching modes and phonon
modes in crystals. Spectra can thus serve for identification of the material, purity
and contamination measurements and others. Quite typical effect is also shift of
certain peaks which may reflect strain in the material. This effect was crucial
for identification of damage mechanisms in case of graphene (Sec. 7.2, [55]) and
CdTe (Sec. 7.3, [54]).

Measurements of Raman spectra in this work employed a confocal Raman mi-
croscope WITec alpha300 RSA (WITec, Germany) with 532-nm laser excitation
in the backscattering geometry with two objectives EC Epiplan (Zeiss, Germany)
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of magnifications 20× and 100× and numerical apertures 0.4 and 0.9. This de-
vice provides raster-scanning of the sample surface with high spatial resolution
(< 1 µm). All measurements were recorded at room temperature.

5.2.2 Photoluminescence
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Figure 5.5: Schematic of the
photoluminescence including ex-
citation, relaxation and recombi-
nation process.

An ability of a material to spontaneously emit light
which has no origin in heat is called luminescence.
It is divided into several categories related to the
excitation source: photoluminescence, electrolu-
minescence, chemiluminescence, mechanolumines-
cence, etc. Here we used photoluminescence which
employs laser radiation to excite electrons to higher
energy levels. Photoluminescence can be further
divided according to the lifetime of excited states
into phosphorescence and fluorescence. The phos-
phorescence denotes light emission which lasts for
a long time after the irradiation and fluorescence
is the opposite — light emission with ‘immeasur-
ably’ short(2) glowing when the excitation source
stops [198].

This section describes the principle of photolu-
minescence which lies in the electronic band struc-
ture of semiconductors as sketched in Fig. 5.5. A photon from an excitation
laser with energy greater than energy of the bandgap excites an electron from the
valence to the conduction band. Created electron–hole pair relaxes towards the
bandgap minimum and undergoes a radiative recombination. The energy conser-
vation law ensures that energy of the emitted photon must be less than or equal
to the energy of the excitation photon, i.e. the emitted photon is red-shifted,
provided that multiphoton processes are not present. Please note the figure
shows only a basic approach which does not involve interaction with phonons
or possible transfer to a triplet state. The emitted light is analysed using a spec-
trometer and the resulting spectrum may provide valuable information about
surface recombination effects like shallow and deep levels, impurities, excitons,
and others. Despite high sensitivity of this method, estimation of absolute num-
bers such as defect concentration is difficult to obtain and one must settle for
relative changes [256].

In order to suppress parasitic effects and measure a relative increase of dis-
locations in tellurium sublattice of CdTe, we used the low-temperature photo-
luminescence spectroscopy. The sample was placed in a helium flow cryostat
(manufactured by CryoVac) operating at ∼ 10 − 20 K. The photoluminescence
was excited by a red laser line (638 nm, 1.94 eV) emitted by a semiconductor
laser Radius (Coherent). The luminescence signal was recorded by Bruker IFS
66s FTIR spectrometer equipped with a CaF2 beamsplitter and Ge photodiode.
A colour glass filter in front of the Ge detector was used to eliminate the scattered
red light coming from the laser. Further details of this experiment can be found

(2)Time scale of this archaic specification might be nowadays probably considered as ‘less
than ∼100 ns’.
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in Chapter 7.3 and [54].

5.2.3 XPS
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Figure 5.6: Schematic drawing
of the XPS method.

X-ray photo-electron spectroscopy (XPS), also
known as Electron spectroscopy for chemical anal-
ysis (ESCA), is a technique for characterization an
elemental composition of material’s surface. Com-
pared to previous methods, it does not employ
photons emitted from or scattered by the investi-
gated medium but it employs photoelectrons emit-
ted from the surface due to the impact of high-
energy X-ray photons. The photoelectrons are
emitted from the near-surface layer (≈ 1 – 10 nm)
and their kinetic energy, which carries information
about the surface chemistry, is analysed using a
hemi-spherical electron energy analyser employing
a magnetic field and electron counter to calculate
the final spectrum. A sketch of the XPS instrument is shown in Fig. 5.6. The
measured spectrum consists of several peaks corresponding to binding energy of
the photoelectrons. Positions and intensities of the peaks thus allow us to iden-
tify not only the elemental composition but also chemical and electronic states
including orbitals of the photoelectrons and chemical environment of affected
atoms [257].

The XPS measurements are performed in an ultrahigh vacuum and this tech-
nique is therefore appropriate primarily for solid samples. In this work we used
XPS for characterization of epitaxial graphene on SiC substrate. Measurements
were done using Axis Supra (Kratos Analytical) spectrometer employing Kα ir-
radiation (1486 eV). We also used argon cluster sputtering (2.5 keV, Ar+

500) to
clean the surface prior to XPS measurements. Nevertheless, results of the mea-
surements (see Sec. 7.2) showed that spatial resolution of this instrument is not
sufficient for characterization of imprints which are several tens of micron in diam-
eter. A better resolution could be provided by nano-ESCA (also a high-resolution
XPS) which is achievable with synchrotron radiation.
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6. Beam characterization
With the advent of FELs delivering intense short-wavelength radiation several
technical and scientific challenges have emerged. Although it is already almost
two decades after the first FEL flash, beam diagnostics still belongs among the
most difficult tasks. At the same time, a proper knowledge of the beam energy
distribution, size, position of its focus and other beam properties is one of the
main prerequisites for a correct interpretation of measured experimental data
obtained with that beam. Considering very high intensities (> 1017 W/cm2) of
focused XFEL pulses, it is clear that we can easily access a nonlinear regime where
the response of the irradiated material is a function of intensity. Typical example
might be the WDM regime. In an experiment performed by S. M. Vinko et al.
[60], free-free opacity of warm dense aluminium was measured. The forthcoming
energetic pulse heated Al foil to high temperatures exceeding 20 eV and the
delayed probe beam measured transmission which is highly dependent on the
temperature and so the intensity (see Chapter 7.1). It was shown that beam
characterization in this and similar cases (see [91]) is extremely important for an
accurate interpretation of measured data. Besides the experimental work, proper
diagnostics of intense FEL pulses and its impact to surfaces of various materials
is important also for beamline optical elements which can be damaged even at
fluences below a single-shot ablation threshold due to overheating effects [52].

This chapter provides a short overview of current methods used for beam char-
acterization. Stress is then put on methods of ablative and desorption imprints
which were employed in experiments described in Chap. 7. A novel method used
for recovery of a nonlinear response function from desorption imprints is described
in Sec. 6.3.

6.1 Overview of current methods
The problem of the focused beam characterization resides in a very small (even
sub-micron) focal spot size, immense beam intensity, necessity of measurements
situated in a vacuum chamber, high energy of photons and others. Any sensing
element placed into the focus must therefore possess a great resolution power
and strong radiation hardness. Although there are pixel CCD chips operating
also in the short-wavelength range, their usage directly in the focus is, because
of the mentioned requirements, very limited.(1) Instead, different methods or
their combinations are employed. With respect to the position where the beam
is actually measured we can divide them into three classes: indirect, semi-direct
and direct.

A typical representative of indirect methods is the Hartmann sensor [258,259].
This method consists of a pinhole array and X-ray CCD detector, both placed
outside the focus. The wavefront of the a beam is calculated from positions of
spots displayed on the detector. Comparison of several indirect wavefront sensing
methods can be found in [260].

(1)Although CCD chips were several times unexpectedly used as targets for recording of
ablation imprints during experimental work, this method is beyond ordinary scientific founding.
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Semi-direct methods also employ a CCD chip placed into a safe distance out of
the focus where the intensity is sufficiently low, but a well-defined mask is placed
directly into the focus. An ordinary knife-edge scanning method [243] can be
considered as one of the simplest. Nevertheless, this can be used only for beam
size measurements and its utilization is problematic for non-Gaussian beams.
In comparison to that, a scanning coherent diffraction microscopy, also known as
ptychography, is capable of complex wavefield calculations from several diffraction
patterns created by a fine mask which is scanned through the focused beam [261].
A similar method called Ronchi shearing interferometry uses a grating in the
focus and a CCD in the far field to observe interference fringes between different
diffraction orders emanating from the grating. It can reveal not only aberrations
of the focused beam [262] but also its amplitude and phase [263]. An advantage
of this method, as compared to ptychography, is that it does require neither a
high-precision motorized stage for the movement of the mask nor high pointing
stability of the beam. In order to calculate the focused beam profile, all of these
methods require complex phase-retrieval algorithms which often have to deal with
several theoretical difficulties such as usually unknown partial coherence. In order
to get around this problem, direct methods which do not require X-ray CCD for
recording scattered or diffracted light can be used.

It has been shown, that X-ray irradiation of lithium fluoride (LiF) crystals in-
duces colour centres (point defects) which, under blue optical pumping, emit light
via photoluminescence. The irradiated volume containing information about the
beam shape can be thus characterized with a microscope. Although this method
provides a sub-micrometer spatial resolution, accumulation of typically hundreds
of shots is needed and linearity of the signal is not guaranteed [264, 265]. Other
direct methods use luminescence from Ce:YAG crystal [197], calculates fluence
distribution from gas ionization measurements [266] or uses ablative imprints
created by the X-ray beam of intensity exceeding damage threshold of a given
material [50,51,181,267,268].

It is clear that none of the mentioned methods is absolutely versatile and
suitable for every experiment. In each particular case it has to be considered
whether the beam pointing stability is good enough to measure an average profile
from multiple pulses and whether the beam characterization must be done in
situ, i.e. in the chamber, or ex situ post-process analysis is sufficient. The in
situ characterization is great for on-line monitoring of the beam which facilitates
alignment of focusing optics while keeping the ultrahigh vacuum in the chamber.
An overview of beam characterization methods can be found in [268].

In the next section we focus on beam description from the perspective of
imprinting method which was the main approach to beam characterization at
experiments described in this work. Although beam imprinting typically requires
recording of large sets of data and time-consuming ex situ characterization, it pro-
vides great and valuable results. An instrument which is capable of in situ beam
monitoring was presented [269], but its implementation into the beamline was
rather difficult. New version of such an instrument called AbloCAM is currently
under development [270].
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6.2 Imprinting methods
Method of ablation imprints employs the threshold character of the ablation
process where the material is damaged only when the laser fluence exceeds the
ablation threshold specific for a given material, pulse wavelength, duration, etc.
The contour surrounding the imprint thus represents a closed iso-fluence curve
created right at the threshold fluence. Imprint depth profile as well as its area
encircled by the contour can be then used for beam characterization. The first one
who employed ablative imprints in the focused laser beam characterization was
J.M. Liu already in 1982. He measured areas of imprints in silicon induced by VIS
and UV pulses and plotted them as a function of pulse energy logarithm [271]
(see Figure 6.2a). In case of a perfect Gaussian beam the created curve is a
straight line which determines both energy damage threshold (cross section with
x-axis) and beam size area at 1/e of its maximum (slope of the curve).(2) Because
of non-Gaussian profiles and also different nature of interaction in the short-
wavelength regime, the method had to be entirely modified for characterization
of FEL beams. The greatest benefit of this improvement can be certainly ascribed
to work of J. Chalupský et al. [50, 51,181,267,268,272].

6.2.1 Materials
One of the best materials for imprinting is undoubtedly already mentioned poly-
mer poly(methyl methacrylate) (PMMA) also known as acrylic glass or plexiglass.
PMMA is widely used as a resist in lithography and its response to XUV, X-ray
and electron beams was thus well studied. Relatively high ablation rate of PMMA
dependent on deposited dose of short-wavelength radiation makes this material
suitable for nanostructuring and creation of ablation imprints [273]. Smoothness
of ablated surface and sharp edges of craters also indicate that main processes re-
sponsible for ablation are nonthermal [274,275]. Damaged area is thus not affected
by thermal effects and is restricted to the irradiated area which is an important
prerequisite for the beam characterization. Use of PMMA at photon energies
exceeding > 300 eV becomes problematic because of surface roughening incurred
by increased absorption depth of the radiation. Inorganic scintillators (Ce:YAG,
PbWO4, ZnO) and high-Z materials (e.g. PbWO4, PbI2) deposited on low-Z
materials (CVD diamond, silicon) have proven their worth in this high-energy
regime [56,84,117,131,276]. The design of current beam characterization targets
aims at maximization of ablation contour contrast and minimization of thermal
effects. Hence highly absorbing radiation-sensitive thin layers are deposited on
thermally conductive and weakly absorbing (radiation-resistant) substrates.

6.2.2 Theoretical description
The main aim of imprinting methods is to reconstruct the transverse beam flu-
ence profile F (x, y) from a set of imprints at a given z location along the beam
propagation axis. A direct reconstruction of F (x, y) from a single ablative im-
print is also possible but requires several assumptions: First of all, the shape of

(2)Although Gaussian beam profiles can be observed at FELs from time to time [272], it is
rather a rare effect worth celebration which is definitely not a part of daily routine.
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the beam must vary slowly along its propagation axis. This so-called slowly vary-
ing envelope approximation (SVEA) is fulfilled as depth of the shallow imprint
(∼ 100 nm) is several orders smaller then a typical Rayleigh range of focused
beam (100 µm – 1 mm). Second, the response of the material to the absorbed
radiation must be sudden and well-localized. Using this assumption, it is possi-
ble to neglect heat penetration which could result in removal of non-irradiated
material. It also supports calculations with fluence instead of time-dependent
intensity. This assumption is correct only for low-energy beams which do not in-
duce strong thermal gradients leading to spallation of surrounding material and
extensive melting. Compliance with described prerequisites allows to use Beer-
Lambert law of radiation absorption and calculate fluence profile F (x, y) directly
from the imprint depth profile d(x, y) measured by means of AFM or WLI [272]:

F (x, y) = F0f(x, y) = Fth exp
(︄

d(x, y)
lat

)︄
, (6.1)

where F0 is a peak fluence, f(x, y) is a normalized fluence profile, Fth is a thresh-
old fluence and lat is an attenuation length characteristic for a given material and
wavelength. The threshold fluence Fth denotes fluence below which no ablative
damage of the material is observed. Low-energy wings of the beam thus remain
unexplored and dynamic range remains restricted to the peak-to-threshold flu-
ence ratio p = Epulse/Eth, where Epulse is the pulse energy and Eth threshold
energy, i.e. pulse energy which causes no damage. Moreover, this method re-
quires time-consuming AFM measurements and it relies on a perfect material
removal according to the Beer-Lambert law which does not apply at very high
fluences where nonlinear and melting effects play role. Nevertheless, it is ex-
tremely beneficial when a sufficiently large ensemble of data is not available and
the fluence profile has to be reconstructed from a few or even a single imprint.
This was the case of irradiation experiment at the PALS facility which delivers
one pulse every 20 minutes and creation of large set of imprints was thus not
possible. Figure 6.1a shows an imprint in PMMA measured by means of WLI
and rendered with the WSxM software [277]. The corresponding fluence profile
in Fig. 6.1b, reconstructed with the use of the Beer-Lambert law (Eq. 6.1), served
for estimation of two different damage thresholds observed on graphene samples
(Chapter 7.2).

In contrast to direct beam profile reconstruction, more advanced F-scan
method offers a significantly extended dynamic range and avoids nonlinear issues
occurring in the high-energy central part of the beam [267]. This method is based
on measuring contour areas Si, where i = 1, . . . N , of N single-shot imprints at
monotonically increasing attenuation levels, i.e. decreasing pulse energies Ei

pulse.
Inverse values of energies Ei

pulse are then plotted as a function of the corresponding
contours Si. No damage (Sj = 0) is induced by j-th pulse with Ej

pulse = Eth. The
threshold value is important for obtaining a normalized f-scan f(Si) = Eth/Ei

pulse.
An area below the curve is called effective area Aeff =

∫︁∞
0 f(S)dS which uniquely

characterizes the beam spot size of non-Gaussian beams. Using the effective area
we can also calculate peak fluence F0 = Epulse/Aeff and F-scan F (S) = F0f(S).
These relations yield

∫︁∞
0 F (S)dS = Epulse or dEpulse = F (S)dS. Hence, the

F-scan tells us how much does an interval (S, S + dS) contribute to the total
energy of the pulse. More details about the f-scan method and a very detailed
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Figure 6.1: Beam profile reconstruction from an ablative imprint in PMMA. (a) shows a
3D imprint profile measured by means of WLI and (b) shows a corresponding fluence profile
reconstructed with the use of the Beer-Lambert law. The two iso-fluence contours represents
damage thresholds observed after exposing graphene samples to the 21.2-nm radiation, discussed
in Chapter 7.2.

and comprehensible description of valuable information which can be read from
the f-scan and its inverse counterpart, so-called if-scan, can be found in [50]. An
example of measured f-scan and Liu’s plot is shown in Figure 6.2.

A novel method improving the limited dynamic range of PMMA imprints has
been proposed by B. Rösner et al. [278]. Authors immersed PMMA samples with
X-ray-induced imprints into organic solvents which effectively removed exposed
material. The fluence threshold of imprints developed in this way was remarkably
reduced and a significant enhancement of the dynamic range by up to three orders
of magnitude was achieved.

In order to collect information also about the low-energy parts of the beam,
method of desorption imprints has been developed. This method uses the fact
that the desorption process does not exhibit any threshold behaviour and full
beam can be thus revealed. As we have mentioned before, desorption of some
materials (e.g. PMMA) in the short-wavelength regime is much more efficient
than in VIS or UV [181]. However, despite the relatively high efficiency of the
material removal, accumulation of multiple shots is usually needed for creation
of an imprint suitable for AFM or WLI measurements. This places additional
demands on beam pointing stability which otherwise results in a worthless blurry
imprint. Development of a phase-recovery algorithm demonstrates the useful-
ness of this method [51]. Using this approach, it has been shown that several
desorption imprints obtained at different z-positions (i.e. alongside the beam
propagation axis) close to the focus may serve for numerical retrieval of spatial
intensity distribution, beam phase and even transverse coherence.

Under certain circumstances described at the beginning of this section the
desorbed imprint shape is nearly proportional to the transverse profile of the
deposited dose. Linearity of desorbed PMMA material with deposited dose and
legitimacy of usage of the desorbed imprint shape for the beam profile recovery
was discussed several times in the cited works [51, 181, 273, 274]. In the next
section we introduce a recently developed method published in [61] using which
we can calculate a proper response function (i.e. depth as a function of absorbed
dose) and hence also accurate fluence profile even in the nonlinear regime of
material removal.
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Figure 6.2: An example of Liu’s plots (a) and corresponding normalized f-scans (b). Data
sets were obtained during the pump–probe free-free opacity experiment (Chapter 7.1). As can
be seen from (a), the threshold energy was lower for the pump than for probe. This effect
results from a split ratio where more energy of the incoming pulse was directed into the pump
than into the probe. The energy corresponds to the value relevant for the non-splitted pulse.
Furthermore, splitting of the FEL pulse in the split-and-delay unit is done by cutting the beam
into two beams of unequal sizes determining the energy split ratio. The more energetic pump
beam was thus larger which resulted in a better focusing (lower effective area) than for the
probe beam. Each of the f-scan curves in (b) was fitted by a sum of two stretched exponential
functions.

6.3 Nonlinear response function recovery
The main problem with use of desorbed imprints for beam profile recovery resides
in hardening of the PMMA with increasing accumulated dose, i.e. in nonlinear
response function. The hardening process results from formation of C=C dou-
ble bonds, also termed as cross-linking, networking together individual PMMA
chains which are then more radiation-resistant [279–282]. An increase of the ra-
diation hardness thus decreases the single-pulse etch rate, which consequently
modifies the linear dependence between the imprint and dose (fluence) profiles,
and a different approach to beam profile recovery must be used. In order to re-
trieve accumulated dose profile ε(x, y) and hence the beam profile f(x, y) from a
desorption imprint d(x, y), we need to know a calibration curve ε(d), an inverse
of the response function d(ε), relating the depth profile and accumulated dose
profile as ε(x, y) = ε(d(x, y)).

Basic approach takes into account the fact that deepest point of the crater
max {d(x, y)} corresponds to the global maximum of the accumulated dose pro-
file max {ε(x, y)}. Maximum crater depths derived from WLI measurements and
corresponding total accumulated energies can be thus directly used for the cali-
bration curve reconstruction. By measuring a large set of imprints of increasing
number of accumulated pulses, i.e. total accumulated energy, very large dynamic
range can be covered. Finally, the beam profile and its effective area can be
deduced from calibrated depth profiles.
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6.3.1 Algorithm description
The method described above is technically legitimate but retrieval of the calibra-
tion curve ε(d) omits a large portion of imprint profile data as it uses only the
deepest point. For this reason, a novel Nonlinear Response Function Recovery
(NoReFry) algorithm was developed to extract the calibration curve to a much
higher accuracy. The algorithm requires N (N ≥ 2) desorption imprints created
at different peak accumulated doses, i.e. different numbers of accumulated pulses
or pulses of various energies. The algorithm solves equation d(x, y) = d(ε0f(x, y))
to retrieve both the (inverse) response function as well as the fluence profile
f(x, y). Description of the algorithm is provided in Appendix A.1, here we focus
to the experimental results.

6.3.2 Experiment
Experimental data were obtained at the FLASH facility for three different opera-
tion modes, namely, single-pulse operation, 10-Hz low-repetition rate and 1-MHz
high-repetition rate operation.(3) The beam (13.5 nm, ∼100 fs) was character-
ized 133 mm downstream from the focus, attained by a carbon-coated elliptical
grazing incidence mirror [283] with a focal length of 200 cm. Maximum fluence
of the non-attenuated pulse was 110 mJ/cm2 which sufficiently exceeds measured
ablation threshold of PMMA ( 25 mJ/cm2). Recording of ablation imprints at
this out-of-focus position was therefore feasible. Figure 6.3 shows Nomarski pho-
tographs of imprints obtained in the three operation modes.

Ablation imprints shown in Figs. 6.3 (a)–(c) were done at various attenuation
levels where the beam was attenuated by the gas attenuator (T = 80%) and
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Figure 6.3: Nomarski im-
ages of ablation imprints at
different attenuation levels
(a)–(c) and desorption im-
prints at low (d)–(f) and high
(g)–(i) repetition rates at one
attenuation level but for dif-
ferent number of accumulated
pulses. Figure from [61].

(3)The 1-MHz high-repetition rate was in correspondence with the beam structure as de-
scribed earlier in Figure 4.4. The effective rep. rate was 4 kHz but each of 10 trains a second
consisted of 400 pulses separated by 1 µs.
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with both the gas attenuator (T = 80%) and 203-nm zirconium filter (T = 41%)
resulting in T = 33%. Beamline optics induced formation of fine structures such
as rings and fringes. Their shapes and positions are thus constant throughout the
shots. Vertical fringes originate at imperfections of the grazing incidence focusing
mirror.

Desorption imprints at low repetition rate (10 Hz) shown in Figs. 6.3 (d)–(f)
were done with the beam attenuated to T = 6.7% by two 296.1 nm zirconium foils
which also effectively blocked higher harmonics being, to some extent, naturally
present in the FEL beam. Instead of changing the beam attenuation, various
numbers of shots were accumulated in each spot.

In order to compare the response of PMMA at low and high rep. rate, imprints
shown in Figs. 6.3 (g)–(i) were done with an open shutter, i.e. at 1 MHz. In
order to be sure that heat accumulation will not induce ablation, the beam was
attenuated to T = 0.16% by a gas attenuator (T = 2.64%) and two niobium foils
with thicknesses of 197 nm and 384 nm (T = 6.0%). Fine structures observable in
desorption imprints (Figs. 6.3 (d)–(i)) ensure that the beam stability, important
for the characterization with multishot imprints, was at a very good level.

Comparison of ablation and desorption imprints in Fig. 6.3 clearly shows the
threshold nature of the ablation process. This induces that low-intensity wings
remain hidden and cannot be observed neither with a full-power power beam.

6.3.3 Results
The NoReFry algorithm was applied to WLI data of the three datasets, i.e. ab-
lation (34 imprints), 10-Hz desorption (5 imprints) and 1-MHz desorption (8
imprints). Figure 6.4 shows the corresponding response functions recovered by
the NoReFry algorithm (small dots) as well as data obtained from maximum
depths as described above (circles). As can be seen, the ablation data show a
clear threshold behaviour. Resulting ablation threshold dose 1.28 kJ/cm3 corre-
sponds to ablation threshold of 24.6 mJ/cm2. This is in a good agreement with
in-focus measurements (30 mJ/cm2 [267]). Similarity of desorption datasets ob-
tained at different repetition rates means that effects connected with MHz rep.
rate, such as local overheating, do not play a significant role at moderate intensi-
ties. Furthermore, we can state that material removal depends almost solely on
the accumulated dose in a broad range of pulse intensities.

The calibration curves of desorption data in Fig. 6.4 were fitted by a model
function (black dashed line) described in Appendix A.2, Eq. (A.4). Model re-
sponse function for nonthermal single-pulse ablation imprints immediately follows
from Eq. (6.1) as:

d(ε) = lat ln
(︃

ε

εth

)︃
, (6.2)

where the dose and threshold dose is related to the local fluence and threshold
fluence as ε = F/lat and εth = Fth/lat, respectively. Description of the data by
analytical function is important for beam fluence profile F (x, y) reconstruction
and estimation of attenuation length lat.

Fluence scan curves retrieved by the NoReFry algorithm from the experimen-
tal data and contour areas of ablation imprints from Nomarski photographs are
displayed in Figure 6.5. Areas below the curves stand for the effective areas of the
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Figure 6.4: Response functions recovered by the NoReFry algorithm for PMMA ablation and
10-Hz and 1-MHz desorption. Large solid circles indicate maximum depths of imprints used
in the recovery process and dashed black lines represent model function fits. Please notice a
different scale of the x-axis which is stretched in an interval (0–7) kJ/cm2 for better readability
of the ablation data. Threshold behaviour of the ablation process is clearly visible in the
stretched left part of the figure.

beam. These and their error bars were determined by a numerical integration of
the fluence scan curves with the aid of the Monte Carlo method(4) and resulting
values are shown in Table 6.1.

Finally, Figure 6.6 shows representative imprints, as measured by means of
WLI, and normalized beam fluence profiles recovered with use of the response
functions. Although the profiles in the first and the second row look very similar
at the first glance, it can be seen that retrieved beam profiles are more spiky. Cal-
culated areas from recovered beam profiles are shown in Table 6.1. These areas
are in a great agreement with those calculated from recovered f-scans. This vali-
dates correctness of our method. Moreover, while the first two rows are in a good
agreement, the last row indicates that the calibration to nonlinear phenomena is
absolutely necessary in beam profile characterization and that the assumption of
linear response can no longer be considered valid.

Effective areas shown in each row of the table are quite different despite very
similar shapes of the fluence scan curves (Fig. 6.5). The smallest effective area
was obtained from the ablative imprints. This clearly results from a small dy-
namic range of the ablation imprints which is limited by the threshold value and
the finite laser power. Numerical integral below the curve thus represents only a
fraction of the real effective area. Fitting by appropriate beam profile is necessary
(as shown in Fig. 6.2b) for a proper evaluation which otherwise leads to underes-
timation of this value as reported, for example, in [259]. Relatively high effective
area determined by the 1-MHz desorption is attributed to non-uniformities of nio-
bium attenuation foils which blurred vertical speckle fringes (compare Figs. 6.6
(e) and (f)) and consequently increased the effective area. Distortion of the beam

(4)Averaged f-scans were randomly varied within a confidence band (see an inset in Fig. 6.5)
normally distributed around their curves where the 1-sigma width was in every point determined
by a standard deviation of the average. In total 20000 realizations were generated for each f-scan
curve.
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plotted for a better readability.
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files of a representative abla-
tion imprint (a), 10-Hz des-
orption imprint (b) and 1-
MHz desorption imprint (c).
Corresponding beam profiles
(d)–(f) were recovered using
the fits of calibration curves
retrieved by the NoReFry al-
gorithm. All images are in
the same scale. Colour scales
indicate the maximum depth
(from 0 nm to 303 nm) and
normalized intensity (from 0
to 1).

by niobium and zirconium foils was also confirmed with the use of an X-ray CCD
camera located in safe distance downstream the focus. Negligible distortion was
observed in case when only aluminium foils were used.

6.3.4 Conclusions
Novel NoReFry algorithm was developed in order to reconstruct the nonlinear
response function of material removal to total accumulated dose. It was applied
to experimental data containing ablation imprints and desorption imprints ob-
tained at low (10 Hz) and high (1 MHz) repetition rate. Great reproducibility of
the reconstructed response functions measured under considerably different beam
conditions promises that PMMA could be employed as an absolutely calibrated
dosimeter.

It should be also noted that except of desorption imprints the NoReFry algo-
rithm is applicable also in other situations where the response function monoton-
ically but nonlinearly increases with the accumulated or single-pulse dose. This
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Table 6.1: Calculated effective areas of the three operation regimes obtained from recovered
f-scans (Fig. 6.5), recovered fluence profiles (Fig. 6.6) and without consideration of the PMMA
hardening.

Ablation 10-Hz des. 1-MHz des.

Recovered f-scan 33900±2600 52500±5300 62100±6200
Recovered profiles 34700 49500 64600

Without calibration 33400 75100 97100

applies, for example, to LiF crystals used as fluorescence-based detectors [264]
or saturating Ce:YAG screen producing luminescence [197]. The algorithm can
be also applied to a set of ablation imprints induced by single pulses at different
energies.

6.4 Closure
In this chapter we have described various methods used for characterization of
focused short-wavelength laser beams. A comparison of experimental data with
theoretical models clarifies a great importance of detailed knowledge of the beam
profile. A natural question is which fluence profile is the most ideal for exper-
iments? Figure 6.7 compares three beams with obviously different profiles but
identical effective areas.

Let us consider a simple transmission experiment where the intensity depen-
dent transmission is measured just as a single number. Various parts of a typical
Gaussian beam, as pictured in Fig. 6.7a, probe the examined target at absolutely
different conditions. While the high-intensity beam centre enters a strong non-
linear regime, its low-intensity wings containing still quite a lot of overall energy
remain in the linear part. By integration of the transmission into a single number,
i.e. by measuring the transmitted pulse energy, we loose all information about
the beam fluence profile and the resultant number is an average of both the linear
as well as the nonlinear part of the interaction. Therefore, the top-hat beam, as
pictured in Fig. 6.7c, would be absolutely ideal for experimental work and data
analysis. Unfortunately, beam profiles delivered by FELs are definitely not flat

(a) Gaussian (b) Non-Gaussian (c) Top-hat

Figure 6.7: Various beam profiles of identical effective area. Instead of a typical Gaussian
beam (a) a simple non-Gaussian (b), i.e. an incoherent sum of two Gaussians, is usually
observed. An ideal top-hat beam (c) described as a super-Gaussian is mostly unavailable at
FEL facilities.
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and rather than top-hat their shape is usually more or less spiky non-Gaussian
as shown in Fig. 6.7b. One possible way how to deal with the averaged transmis-
sion, which at the first glance irrecoverably smears all valuable information, is
described in the following experiment focused on the aluminium free-free opacity
measurements.
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7. Experiments
This chapter is focused on analysis of experimental data obtained during several
campaigns. The first section describes free-free opacity measurements conducted
at the FLASH facility. This experiment contains irradiation of thin aluminium
foils by intense ultrashort 40-eV pulses. An advanced method is used for recon-
struction of the absorption coefficient dependent on electron temperature κ(Te).
Pump–probe data further provides temporally-resolved measurements confirming
that electronic response occurs on time scale shorter than ≈100 fs pulse dura-
tion. The second experiment describes detachment of epitaxial graphene from
SiC substrate by XUV laser radiation provided by the PALS facility. Crucial
data from created imprints were obtained by micro-Raman spectroscopy and lo-
cal modifications in the graphene layer are observed via changes in Raman spectra
corresponding to given vibration modes. Reduction of a substrate influence on
the graphene layer is important for charge carrier mobility and possible appli-
cation in micro-electronics. The third experiment monitors thermal diffusion of
tellurium inclusions through cadmium telluride lattice. Analysis of imprints cre-
ated mainly at PALS and CDL is done with use of micro-Raman spectroscopy
and photoluminescence. These three experiments realized at three different ma-
terials nicely cover time scale ranging from femtosecond electronic processes up
to microseconds typical for heat conduction.

7.1 Free-free opacity
Importance of studying aluminium free-free opacity (FFO), i.e. absorption of
photons with energy between the plasma frequency and the L-edge, has been
discussed in previous chapters. It is one of the main heating mechanisms in
laser-driven plasmas which are important for further research. As the inverse
bremsstrahlung is a 3-body process based on collisions of free-electrons with other
particles, we may expect strong variations of the opacity with increasing electron
temperature tightly related to the collisional rates. Conditions in strongly cou-
pled plasma moreover invalidate a classical description of collisions based on the
Coulomb logarithm as defined in Eq. (2.5) and experimental data is hence very
interesting for theoreticians and development of new and more precise models.
For this purpose, an experiment focused on time-resolved measurements of XUV
transmission through thin aluminium foils was designed. The results are pre-
sented here and also in [60].

7.1.1 Current state of knowledge
Aluminium is chosen as a prototypical low-Z metal suitable for theoretical mod-
elling with relatively free valence electrons and with extensive research history
focused to FFO over the past two decades [78,91,107,115,130,284–293]. Besides
that, aluminium foils are routinely used as attenuation filters and their trans-
mission over a wide range of photon energies is thus indeed desirable. Never-
theless, despite the best efforts performed by theoreticians and experimentalists,
values of the absorption coefficient in cold aluminium (κcold) are still not consis-
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Figure 7.1: Theoretical calculations and experimental measurements of the absorption co-
efficient of cold aluminium across the region between the plasma frequency and the L-edge.
Data are from E.M. Gullikson et al. [284], C.A. Iglesias et al. [287], N.R. Shaffer et al. [291],
G.O. Williams et al. [293], P. Hollebon et al. [78], B.L. Henke et al. [107], H.G. Birken et
al. [294], R. Keenan et al. [285], B. Kettle et al. [289] and S.M. Vinko et al. [286]. Errorbars
are excluded for clarity. The rectangle indicates limits of the inset.

tent as shown in Figure 7.1. Latest measurements of κcold supported by density
functional theory (DFT) calculations published by P. Hollebon et al. [78] agree
with [107, 294] but disagree with [284, 289]. On the contrary, the value obtained
from experiment described below agrees with the last two works.

Even more striking discrepancies appear in the evolution of the absorption
coefficient with increasing electron temperature, κ = κ(Te). The opacity is first
expected to increase as the temperature reaches the Fermi energy [78, 286, 287,
291] and then to fall because the collisional rate is, according to the inverse
bremsstrahlung theory, proportional to T −2/3

e [295]. The first measurements were
done by B. Rus et al. [296] who measured time-resolved transmission of 200-
ps single pulses. Nevertheless, no change of the transmission with increasing
incident intensity and induced temperature reaching up to 20 eV was observed
there neither in a later experiment where B. Kettle et al. [289] reached electron
temperatures of ≈ 1 eV. A measurable decrease of the transmission followed by
its steep increase with fluence observed by A. Di Cicco et al. [130] was attributed
to combination of electron heating and some kind of saturable absorption without
specified mechanism [292]. Significant decrease of the transmission, but still much
lower than predicted by theoretical works, related to heating of ions about 1 ps
after the pulse arrival was measured by G.O. Williams et al. [293]. The same time
delay before the change in the material response was reported also by F. Bisio
et al. [290] where time-resolved reflectivity of the Al heated by XUV pulse was
measured. This delay in change is, according to [133], caused by a long-living
low-density population of high-energy electrons. The fact that results of the
mentioned experiments show apparently distinct behaviour underlines the real
difficulty of these measurements.

In this chapter we describe time-resolved experiment based on transmission
measurements. We use a novel approach to retrieve κ(Te) using forward mod-
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elling which confirms that opacity calculation directly from transmission values
is systematically incorrect and it significantly underestimates real values of the
absorption coefficient.

7.1.2 Experiment
The experiment was conducted on the FLASH facility which delivered ultrashort
100–150 fs pulses important for isochoric heating at 32 nm (39 eV) and energy
around 60 µJ. Schematic diagram of the experiment is shown in Figure 7.2. The
XUV pulse was split into two parallel beams (pump and probe) in the autocor-
relator unit. Detailed description of this device, explaining also the possibility of
setting negative time delays, is given in [297]. The two pulses can be time-delayed
with respect to each other up to several picoseconds. Focusing of the two paral-
lel beams was done by a multilayer-coated off-axis parabolic mirror (OAP) with
reflectivity of 31% at the given wavelength. Thin aluminium target foils of two
different thicknesses (200 nm and 300 nm) were placed into the focus and heated
by an advanced pump pulse creating dense aluminium plasma being subsequently
probed by a delayed probe pulse. After every shot, damaged sample had to be
moved to a fresh spot. The focal spot and the beam overlap was monitored by
an online in situ microscope which had a hole drilled in the centre of its objec-
tive to allow the XUV beam to pass through. Energy of non-splitted pulses was
measured upstream by a gas monitor detector (GMD) and correlated with the
transmitted signal detected by an X-ray CCD camera.
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Figure 7.2: Schematic of experimental setup: The XUV beam passes through the GMD
which measures the total pulse energy. Then it is spatially split and temporally delayed in the
autocorrelator. The two parallel beams are focused with the OAP onto the aluminium target.
The transmitted signal is measured by the CCD camera. Mesh-supported attenuation filters
can be optionally placed in front of the CCD to prevent saturation of pixels.

Calibration of the CCD signal was done in the absence of target foils. Dy-
namic range of the CCD was sufficient to detect pulses at all energies with one
single-set of attenuation foils. Alignment of the OAP and micro-focus character-
ization was done with use of ablative imprints in PMMA. A great attention was
paid to a precise overlap of the pump and the probe beam which was extremely
important for valid transmission measurements. An image from Nomarski mi-
croscope showing imprints of the beam along its propagation axis (z-scan) is
presented in Fig. 7.3a. Sizes of the focal spots in terms of the effective area were
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(a) Z-scan (b) CCD signal

Figure 7.3: (a) An image from Nomarski microscope depicting PMMA ablative imprints of
XUV FEL pulses taken during a scan along the beam propagation axis. Spatially separated
pump (left) and probe (right) beams can be easily distinguished on the right-hand-side of the
scan and in (b) which shows detected signal on CCD.

evaluated as (4.0 ± 0.5) µm2 and (5.4 ± 0.7) µm2 for the pump and the probe
beam, respectively.

While the relative transmission of the target can be easily calculated from
the calibrated CCD signal, the transmission of the beamline including all crop-
ping apertures and mirror reflectivities placed between the GMD and the target
must be known for calculation of absolute pulse energy on target. The beamline
transmission of (4.6 ± 0.2)% and (1.8 ± 0.2)% for the pump and probe beam was
estimated employing the Fresnel propagation as described in Appendix A.3.

Measured CCD signal as shown in Fig. 7.3b was corrected by a scattering
factor which was between 5–25%. Scattering observed as a significant increase of
a background signal was induced by intensity-dependent real part of the refractive
index n(I(x, y)). Heated sample then behaves like a concave lens which diffracts
light out of the detected area and the transmission hence appears lower.

aluminium

Al2O3

200 – 300 nm

Figure 7.4: Schematic of the
Al foil covered with Al2O3 lay-
ers.

An exposure of used aluminium foils to atmo-
spheric oxygen caused a contamination of their sur-
faces with a few-nanometre thick passivated Al2O3
layer (see Fig. 7.4) with an absorption coefficient by
an order of magnitude higher than that of aluminium
[298]. This contamination induces a substantial com-
plication for opacity measurements and absorption of
the oxide layers must be subtracted in order to get the
pure aluminium opacity. A linear fit of an equation
for transmission which follows from the Beer-Lambert
law ln (T ) = −κd − α, where κ is the absorption co-
efficient of aluminium, d thickness of the foil and α the absorption of the oxide
layers, resulted in Al2O3 thicknesses (5.7±0.3) nm on each side, which is in agree-
ment with previous experiments [296, 299]. In total, 350 shots at two different
thicknesses (200 nm and 300 nm) served as an input for the fitting procedure.
The absorption coefficient of the Al2O3 was taken from the CXRO database [107].
We assumed that the oxide layer thickness did not vary across the targets and
was identical for all samples.
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7.1.3 Results
Single-shot transmission

The simplest experiment contains measurements of a single-shot transmission as
a function of the pulse energy. Measured data are shown in Figure 7.5. The
tiny dots, representing each of the 5000 used pulses, were merged into several
groups marked with large circles for clarity. The error bars stand for standard
deviations. Despite a very short duration of the pulse, it is evident that the front
of the high-intensity pulse transfers enough energy to conduction band electrons
so the tail already probes a heated material of increased opacity.

Calculation of real values of the absorption coefficient directly from measured
target transmission is not completely pointless, nevertheless, because of averag-
ing of the absorbed energy in both transverse and longitudinal direction, the
calculated values could be misleading. A slightly better is the calculation of
a cold absorption coefficient κcold from measurements done on foils of different
thicknesses, in our case 200 nm and 300 nm. The contribution of the 100-nm
difference in thickness (d100) can be attributed solely to the pure aluminium since
the oxide layers are assumed to be identical for both samples. Moreover, the
additional 100-nm layer can be considered cold since nonlinear phenomena occur
in the front part of the sample. The cold transmission of this 100-nm Al layer can
be obtained by dividing the 200-nm (T200) and 300-nm (T300) foil transmissions:
ln
(︂

T200
T300

)︂
= κcoldd100. The values of κcold shown in the inset of Fig. 7.5 were cal-

culated for the groups of equal pulse energy. Comparison with a DFT-calculated
value is also provided in the inset. Because the heating of the rear 100 nm by
energetic pulses cannot be entirely excluded, we calculated averaged value only
from shots where ETRG < 1.5 µJ which gave κcold = (2.43 ± 0.15) × 106 m−1 re-
gardless the oxide layer thickness and incident pulse energy. This number agrees
very well with E.M. Gullikson measurements (2.35×106 m−1) [284] but is smaller
then the value obtained from the DFT calculations (2.8 × 106 m−1) [78].

0.5 1 1.5 2 2.5 3 3.5 4

0.15

0.2

0.25

0.3

0.35

0.4

0.5 1 1.5 2 2.5 3
2

3

4
106

       DFT
(cold opacity)

200 nm
300 nm
cold

Figure 7.5: Target transmission measured with a calibrated CCD. A systematic decrease for
both thicknesses is observed. Tiny dots represent all over 5000 single-shots which are grouped
into several larger points. Inset shows the calculated cold opacity κcold.
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Retrieval of the functional form of the absorption coefficient

Problem with actual measurements of the absorption coefficient as a function of
the electron temperature κ(Te), i.e. absorbed energy density, resides in difficulty
of achieving homogeneously heated plasma which could be probed by truly low-
energy probe. Despite relatively long absorption length of the XUV radiation,
the front side of the foil is heated more than its back side [288]. This fact allows
us to retrieve “cold opacity” but makes measurements of the κ(Te) harder. More-
over, the beam profile shown in Fig. 6.2b, is far from the top-hat beam ideal for
uniform heating. Both longitudinal decrease of the energy density and the spiky
beam profile contribute to generation of steep and non-homogeneous temperature
gradients which cause that only an averaged value of the absorption coefficient
can be measured.

Transverse temperature profile is related to the beam shape which can be
measured by ablative imprints. In the cold state absorption in the longitudinal
direction follows the Beer-Lambert law and spatial distribution of the absorbed
energy can be thus easily modelled. Figure 7.6 shows energy density calculated
by this simplified model where absorption coefficient was constant (κ = 2.4 m−1)
with temperature. The spatial xy-profile of the beam was derived from the mea-
sured f-scan of the pump and incident energy was 1 µJ. Several isosurfaces rep-
resent volumes inside which a given fraction of the pulse energy was absorbed.
Energy density measured in the experiment is typically calculated as averaged
value inside the effective volume Veff = Aeffd. Ratio of absorbed energy inside
this volume, represented by a wired cylinder in the figure 7.6, is, in this particu-
lar case, less than 50% of the overall energy loss and mean energy density is over
two times less than the maximal value.

Figure 7.6: Spatial distri-
bution of absorbed energy of
a non-Gaussian beam in the
cold Al foil. Each isosurface
indicates boundary of a vol-
ume inside which a given frac-
tion of the 1-µJ-pulse energy
is absorbed. A wired cylinder
represents the effective vol-
ume defined as Veff = Aeffd.

Described forward model, where simulated data can be compared to exper-
imental measurements, can be used for calculation of the absorption coefficient
as a function of the free-electron temperature Te. If we involve also the change
of the electron density ne, the κ(•) could be retrieved as a complex function
κ(Te, ne). This would be important for temperatures above ≈ 10 eV when ioniza-
tion of 2p and 2s states occurs and the electron density becomes a function of the
temperature ne(Te). The relationship between the absorbed energy density and
the electron temperature follows from a conventional quantum-mechanical model
which is described in Appendix A.4.
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Figure 7.7: Schematic dia-
gram of κ(Te, ne) retrieval algo-
rithm using the forward model
and experimentally measured en-
ergies on target with correspond-
ing transmissions. Adapted from
[60].

Each of experimentally measured single-shot
transmissions contains encoded information about
range of different plasma conditions. Retrieval of
the functional form of κ(•) from one single data-
point is thus not possible. Nevertheless, a large
set of pulses at different energies and their trans-
missions provides enough constraints on the shape
of κ(Te, ne). The flowchart of the recovery algo-
rithm is schematically drawn in Figure 7.7. Pulse
propagation and calculation of its transmission is
described by the forward model: Time-sampled
pulse of given energy and measured fluence profile
is propagated through the foil which is discretized
into many small bins. Absorbed energy in each of
the bin is calculated and absorption coefficient is
changed according to suggested shape of κ(Te, ne).
Modelled transmissions of all single-pulses(1) are
then compared with experimentally measured val-
ues and new shape of κ(Te, ne) is suggested until
these two sets of data match up to a desired pre-
cision. It is worth noting that temperature- and density-dependent form of the
absorption coefficient can be retrieved without actual measurements of the plasma
temperature.

The optimization algorithm for finding the best form of the κ(Te, ne) involves
sampling the absorption function at every 2 eV up to 50 eV. Around 8000 itera-
tions were done to ensure convergence. As can be seen from Fig. 7.5, uncertainties
of target transmissions at given energies are quite large and impact of these vari-
ances on the final form of the κ was thus tested. This was done with use of
Bayesian inference described in detail in [60].

Reconstructed shape of the absorption coefficient as a function of the electron
temperature is compared in Figure 7.8 with faulty values obtained from averaging
of plasma properties over the effective volume Veff. First of all, temperatures
calculated directly from the absorbed energy overestimate real values as quite a
lot of energy is absorbed outside the Veff as shown in Fig. 7.6. Second, volume-
averaged opacity is much smaller as it involves cold regions at the end of the
sample as well as regions irradiated by lower fluences. This fact also partially
explains why authors in previous works observed none [289, 296] or only a slight
increase [130, 292, 293] of the opacity with the plasma temperature. Figure also
shows theoretical predictions calculated by P. Hollebon et al. [78]. Disagreement
between experiment and the DFT is not explained yet.

Time-resolved opacity

Knowledge of the absorption behaviour as a function of absorbed energy now
enables a correct interpretation of the pump–probe measurements as shown in
Figure 7.9. The 0.5–1.5 µJ probe pulse was delayed with respect to the 2–4 µJ

(1)To speed up the algorithm, a curve of the target transmission dependent on the ETRG
obtained from data shown in Fig. 7.5 was used in [60].
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Figure 7.8: Temperature dependence of the absorption coefficient retrieved from the forward
model. Also plotted is the cold opacity value calculated from the target transmission (Fig. 7.5),
DFT predictions calculated by P. Hollebon et al. [78] for heated electrons (cold ions) and
equilibrated system, results from inverse bremsstrahlung model presented by C. A. Iglesias [287],
cold opacity from the CXRO database [107], and opacity calculated directly from absorbed
energy in the 200-nm and 300-nm foils. The last two data sets are systematically wrong due
to volume-averaging. This explains unexpectedly low changes of absorption reported by other
authors. Adapted from [60].

pump pulse in time interval ranging from -1 ps up to 5 ps. Negative time delay
means that probe (blue) came prior to the pump (red). Observation of further
plasma evolution at later times is not possible with the experimental setup. As
discussed before (Fig. 7.5), the self-induced increase of the opacity is present also
for the low-energy ≈1-µJ probe which, when coming first, therefore partially acts
as a pump and pre-heats the sample.

A steep decrease of the probe transmission is observed around t = 0 when
also pump arrives. It is therefore clear that heating of the system, which affects
the transmission, occurs within the pulse duration, i.e. on the 10–100 fs time
scale. This is also clarified with a sigmoid fit of the data within ±1 ps. As the
probe transmission does not increase for longer delays, it is clear that system
remains heated for several picoseconds. A similar behaviour but in a reverse
direction is observed for the pump data acquired at the same time. The pump
transmission decreases upon the arrival of the probe. This decrease is not so
significant as in the case of probe beam because the system is already heated to
significant temperatures by the pump and the probe adds only a minor amount
of additional energy.

Large points in Figure 7.9 stand for transmissions calculated using the forward
model applied to the presented data. Diamonds indicate single pulses and squares
transmissions of the sample already heated by the preceding pump or probe.
Great agreement is observed for all cases which clarifies consistency of our results.
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Figure 7.9: Time-resolved transmission through 200-nm Al foil. Experimental data fitted by
a sigmoid function (dashed lines) are compared with values obtained from the forward model
(FM). Data are partially taken from [60].

7.1.4 Conclusions
Retrieved functional form of the absorption coefficient κ(Te, ne) (Fig. 7.8) shows
that simple calculation of the coefficient only from space- and time-integrated
relative transmission does not provide reliable results. This novel approach em-
ploying the forward model explains unexpectedly low changes of the opacity and
transmission reported in previous works.

Observed increase of the absorption coefficient with temperature comes from
two different kinds of processes: The first group results from increasing electron
temperature which affects the collisional rate. These processes are faster than
the pulse duration and occur on 10–100 fs time scale. In our experimental data,
they are observed as self-induced increase of the opacity (Fig. 7.5) and as a steep
drop of the probe transmission after the arrival of the pump (Fig. 7.9). The
second group results from heating of ions followed by melting of the crystalline
structure. This is observed as further decrease of the probe transmission for
delays beyond 1 ps (Fig. 7.9). More experimental data would be nevertheless
needed for conclusive evidence of this further decrease.

We have also estimated cold absorption coefficient as κcold = (2.43 ± 0.15) ×
106 m−1 which fits into the wide band of current measurements (Fig. 7.1) and
agrees with κ(Te = 0) in Fig. 7.8 within the confidence band.

For an improvement of our results we suggest an utilization of thinner Al foils
with more than two thicknesses so the estimation of absorption in the oxide layers
would be more precise. Oxidation could be also suppressed by adding a thin gold
coating of defined thickness onto the Al foils during the manufacturing process.
Furthermore, larger CCD would be useful for detection of possible scattered signal
and more precise estimation of transmission values.
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7.2 Graphene
Recent experiments with interesting results studying interaction of short-
wavelength radiation with various carbon allotropes [33,45,47,135,144,148–151]
and outstanding properties of graphene lead us to conduct further experiment. It
was focused on irradiation of epitaxial graphene and ex situ analysis of induced
damage and structure modifications. Results presented in this chapter were also
published in [55].

7.2.1 Introduction
Graphene, a carbon allotrope, is a two-dimensional (2D) planar sheet of sp2

bonded carbon atoms organized into a benzene-ring structure. It might be consid-
ered as a basic building element for all other graphitic materials such as fullerenes,
nanotubes and graphite. Due to its exceptional parameters such as high ther-
mal conductivity [300], excellent carrier mobility [301,302] and possible scalabil-
ity [303,304] it is a promising candidate for a new generation of electronic devices,
photodetectors, transistors, touch screens and others.

Brief history

Figure 7.10: Graphene is a
basic building unit for other
graphitic materials (adapted
from [302]).

Although the term ‘graphene’ was first mentioned
in 1986 by Boehm et al., who defined it as a name
for “a single carbon layer of the graphitic struc-
ture” [305], a boom in systematic study of the
graphene begun in 2004 when K. S. Novoselov
and A. K. Geim et al. published paper where
they examined graphene’s astonishing electronic
properties [306, 307]. They were the first authors
who demonstrated the existence of free-standing
2D atomic crystals which were with respect to the
curved shapes of fullerenes and nanotubes consid-
ered as unstable [301]. This structure attracted
great public interest due to the presence of the
electric field effect, high carrier concentration n =
1013 cm−2 and very high mobility of µ ≥ 10.000 cm2/Vs which was almost inde-
pendent of absolute temperature; see [302] and references cited therein. Moreover,
a year later they also found out that electron transport in graphene is governed
by Dirac’s relativistic equation which inspired many scientist to experimentally
test quantum electrodynamics on this two-dimensional system [301]. Work of
Novoselov and Geim was awarded the Nobel Prize in 2010 “for groundbreaking
experiments regarding the two-dimensional material graphene” [308].

Graphene vs graphite

In this chapter we study an impact of XUV radiation on epitaxial graphene
grown on a silicon carbide substrate (SiC). First of all, we take a closer look at
the structure of multi-layer graphene and how does it differ from graphite. The
latter material comprises of many graphene layers where atoms in each layer are
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bonded covalently. Hexagonal honeycomb structure prompts that only three of
the four bonding electrons mediate the covalent bond. The fourth electron is free
to move in the plane making the structure electrically conductive. Layers are
linked together by a weak Van der Waals (VdW) force provided by a π-orbital
delocalized in the perpendicular direction to the sheet. Individual layers might
be stacked in different order or even twisted one to each other [309]. Although
the true graphene is by definition a single-layer material (appropriately called
single-layer graphene – SLG) the term ‘multi-layer graphene’ (MLG) is widely
used for material in which individual graphene layers have the same orientation
but they are shifted in the lateral direction. One can therefore certainly think
about an approach where a few atomic layers of a bulk graphite are torn off by
an adhesive tape and graphene is produced in this way. However absurdly and
unscientifically it may sound, this was indeed the method used by the Nobelists
to amaze the world. Graphene obtained in this way is called exfoliated graphene.

7.2.2 Theory of epitaxial graphene on SiC
The thermal decomposition of silicon carbide (SiC) is a great technique for fab-
rication of epitaxial graphene (EG) which exhibits excellent electrical properties
useful especially for field-effect transistors [310–312]. Samples described in this
chapter were grown on a silicon face of 4H-SiC(0001) in a graphite crucible which
was placed in vacuum (10−5 mbar) and heated to ≈ 1600◦C for 5 minutes. More
details on the epitaxial growth and its dependence on a residual gas composition
are described by J. Kunc et al. [313].

The first layer of EG grown on a silicon face of SiC exhibits an interesting phe-
nomenon of strong coupling to the substrate. This layer called buffer or zero-layer
graphene is semiconducting and, although it looks like graphene, its electronic
structure is quite different. About 26% of delocalized π-electrons (upper limit)
tend to bind with topmost silicon atoms and create strong sp3 bonds [314, 315].
Another carbon layer grown on top of the buffer is now bonded with the usual
VdW bonds and although two carbon layers were grown on top of the SiC the
structure behaves like SLG. Nevertheless, the strong coupling to the substrate
significantly reduces the carrier mobility.

This effect partially originates in scattering of charge carriers on substrate
phonons and partially in crystal imperfections [316, 317]. In order to eliminate
the influence of substrate phonons and increase the carrier mobility back to high
level, it is essential to suppress the strong coupling between the substrate and the
buffer. Reduction of sp3 bonds and production of the so-called quasi-free-standing
graphene can be done by two different methods: The first approach employs in-
tercalation of hydrogen [315,318] or oxygen [319] atoms which migrate under the
buffer layer, break bonds between Si (substrate) and C (buffer) and attach to Si
atoms. The other technique utilizes different thermal expansion coefficients of the
graphene layer and SiC substrate [320]. If the structure undergoes a rapid-cooling
process, the graphene layer partially detaches from the substrate. It is worth men-
tioning that detached buffer behaves like a usual graphene layer and the structure
consisting of buffer and one additional graphene layer is thus transformed into
two-layer graphene, also called bilayer graphene (BLG). This happens without
delivery of any additional material. Described process is schematically drawn in
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Figure 7.11. Multilayer epitaxial graphene (MEG) has the neighbouring layers
stacked rotationally shifted. The rotational stacking makes layers electronically
decoupled and they behave like individual graphene layers [312].

H

Dangling bond

C

SiBuffer

Single-layer graphene
with buffer Two-layer graphene

SiC
bulk{
Figure 7.11: Structure of the epitaxial graphene grown on SiC. The first case (left) shows
the buffer strongly coupled to the substrate. Second example (middle) shows a structure which
behaves like a SLG although two graphene layers were actually deposited on the substrate.
The third case (right) shows BLG obtained from SLG with buffer via hydrogen intercalation.
Adapted form [315].

Calculations

An impact of the 21.2 nm XUV radiation on multilayer graphene on SiC was
examined using a hybrid code XTANT (X-ray-induced thermal and nonthermal
transitions) [79]. The simulation assumed 4H-SiC polytype which corresponds to
the substrate used in our experiment. Three threshold-limited processes occurring
with increasing energy were observed: detachment of the buffer from the SiC
(0.68 eV/atom, i.e. 0.08 J/cm2), damage of SiC (1.3 eV/atom, 0.16 J/cm2), and
damage of graphene (6 eV/atom, 0.72 J/cm2). Energy required for detachment
of the graphene layer including buffer was calculated as a cohesive energy of
the buffer to the substrate. This energy might differ according to a particular
configuration of the graphene layer on the SiC. Formation of defects on edges of
SiC or graphene might be also observed at lower doses.

Intrinsic strain

Except of the strong coupling of the buffer to the substrate, there is another
effect related to the epitaxial growth which originates in a mismatch of SiC and
graphene lattice constants. The lattice constant of SiC is aSiC,0 ≈ 3.073 Å [321]
whereas the graphene lattice constant is aG,0 ≈ 2.462 Å [322]. This discrepancy
naturally results in an intrinsic strain present in the EG grown on SiC. Although
aSiC,0 > aG,0 the strain is not tensile but compressive. The reason for this is that
it is not a single graphene cell, which is tremendously stretched to fit onto the
SiC lattice, but a graphene supercell consisting of 169 unit cells which is slightly
compressed. A nice illustrative drawing can be found in [323]. Theoretical value of
the strain ϵ can be calculated as ϵtheory = (13aG,0 − 6

√
3aSiC,0)/(13aG,0) = 0.22%

[324]. To determine the real value, we employed Raman spectroscopy and the
following formula [325]:

ϵ = ω2D − ω2D,0

2ω2D,0γ2D

, (7.1)

where ω2D is the position of the 2D peak as measured on the investigated sample,
ω2D,0 = 2677 cm−1 is the 2D peak position of completely relaxed graphene and
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γ2D = 2.8 is Grüneisen parameter for the 2D peak. Commonly observed blueshift
of the 2D peak is induced by the compressive (or tensile) stress applied to the
graphene layer [324, 326, 327]. Phonon frequencies and related peak positions,
might be to a minor extent (∼ 1 cm−1) also influenced by the carrier (or dop-
ing) concentration [328–330]. Raman spectrum and description of given peaks is
provided in the following section.

Raman spectrum

Raman spectroscopy is a versatile tool for studies of graphene electronic structure,
its strain, number of layers as well as sizes of individual graphene flakes [331].
Here we focus on D, G and 2D peaks located at ≈ 1350, 1583 and 2680 cm−1,
respectively. Representative Raman spectrum is shown as a solid black line in
Figure 7.12. Low-energy D peak represents breathing modes of six-atom rings and
requires a defect for activation. More intense G peak is assigned to stretching
of sp2 bonds in individual atomic planes [332]. Origin of the 2D peak (also
G’ peak), the second order of the D peak, which does not require defects for
activation, can be described by a double-resonance process: In the first stage, an
electron–hole pair is produced by an incoming photon from the excitation. The
electron inelastically scatters from two phonons of opposite directions and emits
a new photon during recombination with the hole. If there are lattice defects,
one of the scattering processes might be elastic and emitted photon gives rise to
the D peak and not to the 2D one [333,334].

As might be seen in Figure 7.12, the 2D peak is blue-shifted from 2680 cm−1

to ≈ 2750 cm−1 because of the compressive strain. According to the equation
(7.1), the measured strain of the graphene layer is 0.46% which is two times
higher than the theoretical value (ϵtheory = 0.22%). This disagreement originates
in different thermal expansion coefficients of graphene and SiC. The ϵtheory is
calculated for structures at room temperature. In our case, the graphene was
grown at temperatures ≈ 1600◦C at which the SiC substrate was significantly
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Figure 7.12: Graphene Raman spectrum with identified main peaks. The measured signal
(black) is decomposed using non-negative matrix factorization (NMF) into two base spectra:
one belongs to the bare SiC substrate (red) and the second to the pure graphene (blue). The
sum of the two decomposed spectra (orange) confirms the quality of the NMF decomposition
as it precisely coincides with the measured signal.
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stretched. Upon cooling, graphene lattice parameters stay almost constant (up
to 0.02%) but the SiC lattice shrank by 0.6% [335,336]. This induced a significant
increase of the compressive strain in the graphene layer.

Raman signal collected from structures containing thin multilayers carries
information not only about the topmost layer but also about layers beneath it.
This is caused by non-zero penetration depth of the excitation laser. In this
particular case, graphene signal was mixed with a parasitic signal from the SiC
substrate. Basic method utilizing subtraction of a pure SiC signal may lead
to non-physical regions with negative signal. Therefore, an advanced method
called non-negative matrix factorization (NMF) is used here [304]. Although this
method is applicable to many different problems, J. Kunc et al. [337] showed
it can be easily applied to this particular case. NMF solves a linear algebra
problem: It calculates a desired number of basis spectra (vectors) for a given
large set of experimentally measured spectra. Each of the measured spectra can
be, up to a certain accuracy, described as a linear combination of the basis vectors.
The NMF procedure finds the basis vectors to minimize sum of all deviations.
Here, experimental data set contained 100 spectra measured on bare SiC and 765
spectra measured at different locations of non-irradiated sample. Inclusion of 100
bare SiC spectra ensured that one of the basis spectrum should converge to the
spectrum representing bare SiC. The second base spectrum must then represent
a signal related exclusively to the graphene layer. Figure 7.12 shows results of
the NMF decomposition. The two basis spectra (red and blue) are multiplied
by coefficients corresponding to the black spectrum which is a representative of
the 765 spectra. The yellow spectrum, which is a sum of the two basis spectra,
perfectly matches with the black one and thus clarifies the correctness of the
NMF procedure.

Raman spectroscopy also provides a guess about the number of graphene
layers. This can be estimated using an empiric rule by calculating the ratio of
the 2D and G peak intensities (I2D/IG). Lower ratio indicates more graphene
layers [338, 339]. Because of ambiguity of the peak intensity, here we used two
different approaches: In the first case, the intensities were calculated as integrated
signal in regions (1535–1650) cm−1 and (2550–2850) cm−1 for the G and 2D peak,
respectively. In the second case, the intensities were calculated as area below
fitted Gaussian curve. Ratios obtained by these two methods are ≈1.1 and differ
only by 10%. This corresponds to approximately 2–3 graphene layers on the SiC.

X-ray photoelectron spectroscopy

Number of layers can be estimated also from XPS measurements as shown in Fig-
ure 7.13. Two XPS spectra measured on the pristine area (yellow) and graphene
exposed to XUV radiation (blue) are shown in Fig. 7.13a. This figure also contains
designation of two main peaks. The first peak at energy ≈ 284.7 eV represents
C bonds within the graphene layer. Two components known as S1 and S2 may
partially contribute to its intensity. The S1 component at 284.8 eV emerges from
approximately one third of buffer carbons which are strongly bonded (sp3) to
substrate silicon atoms. Remaining two thirds of unbonded buffer carbons con-
tribute to S2 at 285.6 eV [323]. SiC bulk substrate gives rise to the second peak
at ≈ 283.7 eV [319, 323]. Ratios of intensities of the two peaks are compared in
Fig. 7.13b. K. V. Emtsev et al. [323] showed that this ratio is dependent on num-
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ber of graphene layers. Comparison of ratios calculated from peak amplitudes
gives 1.4 and 0.8 layers for the pristine and irradiated graphene, respectively.
Nevertheless, the XPS signal is a mixture of signals collected from the central
part of the imprint and from the pristine area. This follows from insufficient
spatial resolution of the used device and results obtained from micro-Raman
spectroscopy are therefore definitely more reliable.
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Figure 7.13: XPS measurements: (a) shows XPS spectra with indication of graphene and SiC
peak. (b) shows calculated ratio of the two peaks compared with data published by K. V. Emt-
sev et al. [323]. These were used for estimation of the number of layers. Colours are consistent
in both figures.

7.2.3 Results
Motivation of the irradiation experiment was to observe possible graphitization
typical for carbon allotropes and/or detachment of the graphene layer from the
SiC substrate accompanied by a potential increase of the carrier mobility. Ac-
cording to the XTANT simulation, the detachment of the buffer is feasible as
energy needed for this process is lower than damage threshold of the SiC as well
as of the graphene layer.

Samples of EG and bare SiC substrate were irradiated by (100 ± 20) µJ XUV
pulses at wavelength of 21.2 nm delivered by the PALS facility (see Chapter 4.2.1).
Created ablative imprints are shown in Figure 7.14. As can be seen, pulses of
high peak fluences F0 (Figs. 7.14a–7.14c) induced irreversible ablative damage
which spans through the graphene layer deep into the bulk SiC (maximum depth
is ≈350 nm). These imprints could be possibly used for beam characterization,
but for the study of XUV — graphene interaction they are not very valuable.
Our attention was thus paid to the imprint obtained with the pulse attenuated
by 1600-nm aluminium filter to 10% [107] and irradiation thus induced only
mild surface modifications keeping the graphene layer still in place. The imprint
obtained at full power shown in Fig. 7.14a was used for XPS measurements as
its area was large enough to observe otherwise undetectable changes in the XPS
spectra.

In order to identify fluence thresholds of induced changes we characterized
the beam with the method of ablation imprints in PMMA. Due to low repe-
tition rate of the PALS facility and small set of imprints was created. The
fluence profile, shown earlier in Fig. 6.1b, was calculated from a single-shot
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(a) F0 = 8.2 J/cm2 (b) F0 = 4.6 J/cm2 (c) F0 = 2.6 J/cm2 (d) F0 = 0.9 J/cm2

Figure 7.14: Nomarski photographs of imprints induced by XUV pulses delivered by the
PALS facility. (a) was created by non-attenuated pulse, whereas pulses (b–d) were attenuated
by aluminium foils of thicknesses 400, 800 and 1600 nm, respectively. All images are to scale.
Horizontal lines visible on the left side of (a) were created by a 532-nm excitation laser during
micro-Raman measurements.

(F0 = (0.9 ± 0.2) J/cm2) ablation imprint (Fig. 6.1a) using the Eq. 6.1. Two
iso-fluence contours at 0.44 and 0.66 J/cm2, as shown in the fluence profile, de-
fine two areas of low and high fluence Alow and Ahigh used in the following text.
Measured effective area of the beam is Aeff = (840 ± 90) µm2.

Structural and morphological changes of the area around the imprint shown
in Figure 7.14d were analysed by means of WLI, AFM (in tapping mode), micro-
Raman spectroscopy and XPS. Results from the WLI and AFM measurements are
shown in Figure 7.15. Comparison with a reference imprint on the pure SiC sub-
strate without the graphene layer (Fig. 7.15a) is also shown in the figure. There
are two different interaction regimes marked by dashed lines standing for thresh-
old fluences obtained from the Fig. 6.1b. High fluences exceeding ≈ 1.7 J/cm2

induce serious damage to the SiC substrate and create a deep ablation imprint.
Moderate fluences in range 1.1–1.7 J/cm2 result in formation of 4-nm-high hillock
also shown in the cross-section profile (Fig. 7.15b) which was taken along the
black dashed line. Surface expansion upon exposure of material to XUV radia-
tion is a known effect typical, for example, for amorphous carbon [144]. It was
observed also on SrTiO3 after exposure to swift heavy ions [340]. L. L. Snead et
al. [341] studied SiC amorphization in detail and found out that material density
decreases by 11% when it transforms from crystalline to amorphous phase. Mea-
sured hillock height of 4 nm indicates that amorphization of the SiC should reach
up to 30 nm which approximately agrees with attenuation length (15 nm [107])
of 21.2-nm radiation in SiC.

Approximate damage threshold of a given effect can be obtained by mapping
the fluence profile (Fig. 6.1b) onto the WLI and AFM data. The iso-fluence
contour is selected such that its shape and area fits the corresponding threshold
contour most precisely. This mapping procedure results in estimation of thresh-
old fluences as follows: SiC ablation at (1.7±0.7) J/cm2 and hillock formation
(amorphization threshold) at (1.1 ± 0.5) J/cm2 and (0.66 ± 0.25) J/cm2 for bare
SiC (Fig. 7.15a) and SiC with graphene (Fig. 7.15c), respectively. Errors were
obtained from the largest inscribed and the smallest circumscribed contours to
the given area combined with uncertainty of the pulse energy. The latter error
is relatively large as XUV pulse generation is a highly stochastic effect and pulse
energy may thus significantly vary from shot to shot. Fluences needed for the
hillock creation obtained from the bare SiC and graphene (1.1 and 0.66 J/cm2)
match within the estimated error. AFM analysis in Figs. 7.15e and 7.15f reveals

81



0 10 20 30 40
x [µm]

0

10

20

30

40

y 
[µ

m
]

1.1

1.7

WLI -5

0

5

10

H
ei

gh
t [

nm
]

(a) SiC – WLI

0 10 20 30 40
y [ m]

0

1

2

3

4

5

6

H
ei

gh
t [

nm
]

(b) SiC – cross-section

0 10 20 30
x [µm]

0

10

20

30

40

y 
[µ

m
]

0.44

0.66

WLI -5

0

5

10

H
ei

gh
t [

nm
]

(c) Graphene – WLI

0 10 20 30 40
y [ m]

0

2

4

6

8

H
ei

gh
t [

nm
]

WLI

AFM

(d) Graphene – cross-section

0 10 20 30
x [µm]

0

10

20

30

40

y 
[µ

m
]

0.44

0.66

AFM
0

10

20

30

40

H
ei

gh
t [

nm
]

(e) Graphene – AFM

15 17 19 21
x [µm]

24

26

28

30

y 
[µ

m
]

AFM
0

10

20

30

40

H
ei

gh
t [

nm
]

(f) Graphene – AFM

Figure 7.15: Comparison of topographical changes observed by WLI and AFM on bare SiC
and SiC with graphene. Ablation imprint in the centre and SiC amorphization in outer area
is observed after irradiation of the reference SiC substrate (a). Amorphization followed by
material expansion is also observed after irradiation of SiC with graphene (c). Cross section
profiles are compared in (b) and (d). AFM analysis in (e) with a detail focused on the central
part (f) shows disruption of the graphene layer.

that expansion of the SiC substrate partially damaged structure of the graphene
layer lying on top of it. Formation of defects in the central part of the imprint
Ahigh is further verified with the micro-Raman spectroscopy.

Further characterization of the irradiated area was done using the micro-
Raman spectroscopy in a 2D mapping mode. This method consists of acquisition
of 35×40 spectra at different positions with 1 µm step and analysis of peak
properties in each of them. It provides a great tool for observation of spatially-
resolved changes as shown in Figure 7.16. The first figure (Fig. 7.16a) shows 2D
peak position. Map of mechanical strain is, according to Eq. (7.1), identical to
the map of the 2D peak except for the absolute scale which is indicated in the
colour bar.

The figure shows a strong red-shift of the 2D peak down to ≈ 2700 cm−1 in
Ahigh. This corresponds to decrease of the strain down to 0.15%. Lower but still
relatively high decrease is also observed in the outer area around the hillock Alow.
This effect is very interesting as the shape of the affected area nicely correlates
with the iso-fluence contour and no change in the height profile (Fig. 7.15c) nor
in optical response (Fig. 7.14d) is observed. All the measured spectra (1400) were
separated into three groups (pristine, Alow and Ahigh) as indicated in Fig. 7.16b.

Overlaying the map of the 2D peak position (Fig. 7.16a) and the fluence profile
(Fig. 6.1b) was used for calculation of the correlation figure as shown in Fig. 7.16d.
As can be clearly seen, higher fluence of the XUV pulse induces greater red-shift
of the 2D peak and hence also relaxation of the strain. The two horizontal dashed
lines indicate iso-fluence contours encircling Alow (at 0.44 J/cm2) and Ahigh (at
0.66 J/cm2). Histogram plotted in the background of the figure indicates counts
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Figure 7.16: Micro-Raman analysis of the irradiated area. (a) shows a map of the mechanical
strain (2D peak position) which can be divided into three groups as indicated in (b). (d) shows
a correlation of the 2D peak position with fluence and (e) distribution of the 2D peak FWHM.
Finally, (c) shows an increase of the D peak intensity in Ahigh.

of the 2D peak positions. Three different groups distinguishable in the histogram
support division of the investigated region into the three areas.

Figure 7.16e shows analysis of the 2D peak FWHM. It clearly indicates the
2D peak is narrowest in the pristine area and widens in direction towards to cen-
tre of the imprint. This is probably caused by nanometre-scale strain variations
which are beyond the resolution of our micro-Raman measurements. Raman
excitation laser focused to a ∼ 1 µm spot might irradiate area where both com-
pletely relaxed as well as highly strained graphene are present. Each of them
contributes to formation of the 2D peak at different positions which are then
mixed into one large and broad 2D peak [342]. Moreover, it was shown that a
long exposure of graphene to visible laser radiation may induce disassembly of
large graphene grains into many nanocrystals [334]. This effect may contribute
to further broadening of the peak. Graphene in the area Ahigh is thus probably
damaged and almost completely relieved of the intrinsic strain. Damage of the
graphene is also supported by a strong increase of the D peak intensity as shown
in Fig. 7.16c. Formation of defects accompanied by a strong increase of the D
peak is a well-known effect which might occur also at fluences below the damage
threshold [343–347]. This process originates in XUV-induced oxidation which
might be enhanced by photo-induced electrons from the valence band breaking
the sp2 bonds [348]. Intensity of the D peak in area Alow remains identical to
that in the pristine area and formation of defects is therefore connected mainly
with the hillock formation. Broadening of the 2D peak in Alow originates in a
mixture of sub-pixel parts which contain both relaxed and strained graphene.
The intensity of the D peak was calculated as an integral of the signal within an
interval (1260–1450) cm−1.

Figure 7.17 compares three pure graphene spectra corresponding to the three
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Figure 7.17: Pure graphene spectra obtained by the NMF method representing the three
areas. Spectra are normalized to the G peak intensity.

areas. These spectra were obtained using the NMF procedure where each set
of input data consisted of all spectra from the particular area and arbitrary 100
pure SiC spectra. An increase of the D peak in Ahigh (blue) as well as red-shift
of the 2D peak and G peak is clearly visible in the figure. A similar increase
of the signal around the D peak was observed as a result of amorphous carbon
formation on the graphene surface [349].

7.2.4 Discussion
Figure 7.18a shows the ratio of the 2D peak and G peak intensities (I2D and IG)
which corresponds to the number of layers. As can be also seen in Fig. 7.18b,
comparing histograms of the calculated ratio in the three areas, the ratio de-
creases towards the centre of the imprint and the number of layers thus increases.
This observation is in agreement with the theoretical assumption that strong sp3

bonds between the SiC substrate and the buffer can be disturbed upon the XUV
irradiation and the graphene layer including the buffer thus decouples from the
substrate.
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Figure 7.18: (a) Map of the 2D peak and G peak intensity ratio. (b) Comparison of three
histograms calculated from (a) for the three particular areas. The ratio evidently decreases
towards the centre of the imprint.
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High fluence

The central part of the imprint, where fluence exceeded 0.66 J/cm2, shows the
smallest values of the I2D/IG ratio, nevertheless, as the comparison of irradiated
SiC with graphene has shown, the SiC substrate is amorphized in this area and the
graphene layer damaged. Created defects are visible with AFM (Fig. 7.15f) and
micro-Raman spectroscopy (Fig. 7.16c). The observed decrease of the ratio within
Ahigh is thus not attributed to further increase of the number of graphene layers
(which is not possible as the buffer is just one atomic layer) but to calculation
inaccuracy. It can be seen in Fig. 7.17 that precise estimation of IG without an
influence of the strong background is very difficult and the calculated ratio in
Ahigh is just approximate.

Intermediate fluence

The most interesting is the intermediate regime within the area Alow where the
fluence was in a short interval 0.44–0.66 J/cm2. It was too low to damage SiC but
still high enough to disrupt strong covalent bonds between the buffer and silicon
atoms of the SiC substrate. Detached buffer now has a very small coupling to the
substrate and behaves as a common graphene layer with a corresponding lattice
constant and relaxed strain as observed in Figure 7.16a. The relaxed graphene
in Alow does not attach back to the SiC substrate because of a mismatch of the
lattice constants which mechanically prevents recovery of the strong sp3 bonds.

Great correlation between the shape of the iso-fluence contour at 0.44 J/cm2

and the outer contour of Alow suggests that relaxation of the mechanical strain
is not induced by a sheet-stretching effect resulting from the hillock formation.
In spite of two different shots captured on two different materials (PMMA and
graphene) and examined by two different methods (WLI and micro-Raman spec-
troscopy), there is an excellent agreement between the iso-fluence contours and
areas of different mechanical strain (Fig. 7.16a). The most plausible explana-
tion of observed effects is thus the radiation-induced threshold-limited process —
detachment of the buffer from the SiC substrate.

Low fluence

Irradiation at fluences below 0.44 J/cm2 did not induce any changes detectable by
any of our techniques. This happens in spite of very weak (∼10 meV/atom [350])
van der Waals (VdW) bonds binding individual graphene layers together. It
means, that even at fluences as low as ∼ 1 mJ/cm2 deposited energy density is
sufficient to break these bonds. Because no changes are observed, breaking of the
VdW bonds is assumed as a reversible process in which bonds renew after the
irradiation. Breaking of the VdW bonds in carbon allotropes by short-wavelength
radiation is already observed effect. While work of M. Toufarova et al. [144] de-
scribes Coulomb explosion of fullerenes, H. Jeschke et al. [351] irradiated graphite
at relatively modest intensities and observed ablation of the material without de-
struction of individual graphene planes. Nevertheless, this effect occurs at energy
density of 2.4 eV/atom and cannot be thus observed on graphene grown on SiC
as this energy is above the SiC damage threshold.
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Damage thresholds

Threshold character of the graphene detachment and SiC amorphization is con-
firmed by the possibility to divide measured 2D peak positions into the three sepa-
rate groups (Fig. 7.16d) and by presence of steep edges of the hillocks (Figs. 7.15b
and 7.15d). The values of fluence thresholds were calculated by mapping the flu-
ence profile onto the map of the 2D peak position (Fig. 7.16a). These were
estimated as (0.44 ± 0.18) J/cm2 and (0.66 ± 0.25) J/cm2 for the graphene layer
detachment and the SiC amorphization, respectively. Relatively large errors orig-
inate in the uncertainty of pulse energy. More stable source and/or acquisition
of many imprints is required for more precise results.

A comparison of measured fluence thresholds with theoretically calculated
values is provided in Table 7.1. It can be seen, that XTANT calculations pre-
dict much lower thresholds than observed in the experiment. Nevertheless, the
simulation does not consider any heat and particle transfer (e.g. escaping pho-
toelectrons) within the sample and is thus convenient for femtosecond pulses
where deposition of the pulse energy can be considered as immediate. Fluence
thresholds measured by sub-nanosecond pulses are thus at higher levels, at which
particle and heat transfer may play a role. Theoretically predicted values repre-
sent the lower estimate. The table also shows SiC damage threshold measured
by S. P. Hau-Riege et al. [352] who irradiated SiC with ≈ 100 fs FEL pulses
and estimated damage threshold to 0.3 J/cm2 at 21.7 nm. The value measured
in our experiment is about two times higher mainly because of the use of long
sub-nanosecond pulses. If the SiC damage threshold was dependent on intensity,
the discrepancy would be much higher. Therefore, damage mechanism depends
mainly on absorbed dose and only partially on intensity. Calculated damage
threshold of the free-standing graphene layer was not observed here as the SiC
substrate amorphizes and damages the graphene structure at much lower fluences.
Finally, we note here that absorption in the graphene layer was neglected in cal-
culations of the SiC amorphization and detachment thresholds as its transmission
is very high (>98% [107]).

Table 7.1: Table of estimated damage thresholds of the three different processes at the wave-
length of 21.2 nm. All fluence values are in J/cm2.

Theory Hau-Riege [352] Experiment

Buffer/SiC 0.08 — 0.44 ± 0.18
SiC damage 0.16 0.3 0.66 ± 0.25
Graphene damage 0.72 — —

What is perhaps surprising in this work, is that only two imprints (one in
PMMA, second in SiC with graphene) were sufficient to describe several different
processes and calculate two damage thresholds. Although our data has poor
statistical evidence, reproducibility was ensured by two repetitions of the sequence
shown in the Fig. 7.14 with very similar results.
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7.2.5 Conclusions
In this chapter we have described an experimental work focused on XUV laser-
induced detachment of epitaxial graphene from the SiC substrate. Three different
regimes have been observed upon irradiation with 21.2-nm sub-nanosecond pulses:
Irradiation at fluences above 0.7 J/cm2 induce amorphization of the SiC which
expands and forms a 4-nm high hillock. The graphene layer on the top of the
hillock has many defects and almost completely released intrinsic strain. Presence
of the SiC ablation at high fluences disabled observation of direct graphene dam-
age and/or potential graphitization which should occur at even higher fluences.
Partial decrease of the intrinsic strain has been observed in regions irradiated in
an intermediate fluence interval 0.4–0.7 J/cm2. This is the consequence of break-
ing strong sp3 bonds between the SiC substrate and the first graphene layer called
buffer. The proof has been provided by monitoring the number of layers which
increased by one towards the center of the imprint. Lattice mismatch between the
stretched graphene and unharmed substrate mechanically prevents the graphene
from attaching back to the substrate. Although VdW bonds between individual
graphene layers are very weak, neither structural nor optical change has been
detected for fluences < 0.4 J/cm2. Disruption of the VdW bonds is therefore
considered as a reversible process where bonds are restored shortly after the ir-
radiation. Because XUV-induced detachment of the graphene layer is observed
at quite low fluences, we believe that this method might be also performed with
common laboratory lasers. Described process of XUV-induced graphene detach-
ment is schematically shown in Figure 7.19. We expect the interaction occurs on
100-fs up to few nanosecond time scale as both thermal and nonthermal effects
are present.

A significant increase of charge carrier mobility in detached graphene is ex-
pected [318]. This is a subject for further studies. Production of the quasi-free-
standing graphene with high mobility has a great potential in micro-electronics
and micro-patterning.

SiCSi face

graphene layer
(buffer)

compressive
strain

XUV pulse

SiC

graphene
hillock

5 nm

~10 μm

amorphized SiC

quasi-free-standing
graphene

Figure 7.19: Schematic description of interaction between XUV pulse and epitaxial graphene
on SiC.
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7.3 CdTe
The last experiment in this thesis describes surface changes induced by XUV laser
radiation in cadmium telluride (CdTe). These results were published in [54].

7.3.1 Introduction
CdTe is a semiconducting crystalline compound material known mainly because
of its use in photovoltaics [353]. It is often doped with zinc to form Cd1−xZnxTe
(x=0.1–0.2) which is an important II–VI semiconductor with wide applications in
room temperature X-ray and gamma-ray detectors [354], electro-optical modula-
tors and multiple optical applications [355]. Production of high-quality Cd(Zn)Te
is very difficult and grown crystals usually have large concentrations of point de-
fects, dislocations, twins, reveal cracks as well as volume defects (i.e. tellurium
inclusions and precipitates) [354]. Presence of defects may significantly decrease
performance of the final device and defect elimination is thus indeed welcome.
However, manipulation with CdTe and its mechanical treatment is complicated
due to its very low hardness [356, 357] and there is a high risk of damaging the
sample. Among the large variety of mentioned defects, tellurium (Te) inclusions
attract a great attention as they are detrimental to charge collection in hard
X-ray and gamma-ray detectors [358,359].

Impact of laser radiation on compounds of the CdTe family has been studied
mainly from the perspective of possible improvements of the material character-
istics. Among the studies closely related to our work we should mention A. Zap-
pettini et al. [358] who used IR light (1064 nm = 1.17 eV) to stimulate migration
and annealing from Te inclusions. He utilized a difference between bandgaps of
the CdTe matrix (≈1.45 eV) and Te (0.33 eV). The IR radiation can thus freely
propagate through the CdTe but is strongly absorbed in Te. Heated Te inclusions
then diffuse away from the irradiated area. An improvement of CdZnTe:In pa-
rameters upon irradiation by IR light was also reported by A. Mychko et al. [360].
Formation of gradient temperature field around Te inclusions induced precipita-
tion of uncontrollable impurities around them followed by an increase of solubility
of indium atoms in the crystal lattice. Interaction of laser radiation at photon
energies exceeding the CdTe bandgap was investigated in [361,362]. L. C. Teague
et al. [362] studied surface damage induced by Raman excitation lasers and tried
to estimate the threshold fluence to minimize the damage. A. Medvid et al. [361]
irradiated the surface of CdZnTe crystals with 532-nm laser radiation and studied
formation of nanocones.

In this chapter we report on the first study focused on irradiation in the
XUV regime. An impact of two types of laser pulses at wavelengths of 21.2
and 46.9 nm on semi-insulating CdTe:In hard X-ray and gamma ray radiation
detector is described in detail. It is also compared with effects of irradiation with
above-bandgap continuous laser at 532 nm and pulsed below-bandgap 1315-nm.

7.3.2 Experiment
Samples used in this experiment were cut from a CdTe single crystal grown by ver-
tical gradient freeze method. The material was intentionally doped with indium
at concentration of 5×1015 cm−3. Dimensions of the samples were 6×6×6 mm3
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and their resistivity was 109 Ωcm−1. Surfaces of the samples were mechanically
polished using an abrasive made of 1 µm alumina (Al2O3) grains and then etched
for 2 minutes in a 3% Br–methanol solution.

Samples were exposed to intense XUV laser pulses delivered by the PALS
facility (Chapter 4.2.1) and the CDL (Chapter 4.2.2). In the first case, both
impact of a pure XUV pulse (21.2 nm) as well as a dual action of XUV and
IR photons (1315 nm) was studied. It was attained by presence/absence of a
400 nm thick aluminium foil which shielded scattered IR photons and attenuated
XUV pulse to ≈56% [107]. In the latter case, 100 XUV pulses at 46.9 nm were
accumulated to one spot due to low intensity of the CDL. In order to further
compare an impact of photons at different wavelengths, one sample was also
exposed to continuous 532-nm Ar laser with power of 40 mW.

Irradiated samples were characterized by optical microscopy, AFM, micro-
Raman spectroscopy and photoluminescence.

7.3.3 Results and Discussion
Figure 7.20 shows three examined imprints induced by dual action of a single-shot
PALS X-ray and IR pulse (PXI), sole PALS X-ray pulse (PX) and accumulation
of 100 CDL pulses. The imprints were measured with AFM and analysed with
use of WSxM 4.0 software [277] for rendering of final images. As can be seen,
irradiation led to ablation of material in all three cases. However, as shown
in the previous chapter, some other surface modifications might be induced by
low-energy wings around the actual ablative imprints.

PXI imprint in Fig. 7.20a represents dual action of the XUV pulse accom-
panied by scattered IR radiation. The main central spot surrounded by molten
material was induced by the XUV pulse and shallow crater visible on the left
side originates solely from the IR photons. Aluminium filter used for the PX

shallow crater

(a) PXI imprint (b) PX imprint (c) CDL imprint

Figure 7.20: Ablation imprints measured with use of AFM and corresponding cross sections.
The first two imprints were acquired at the PALS facility. (a) was induced by dual action of XUV
and IR photons (PXI) and (b) by a single XUV pulse (PX). (c) was induced by accumulation
of 100 XUV pulses delivered by the capillary discharge laser (CDL). All images are to scale.
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imprint (Fig. 7.20b) shielded the IR radiation and attenuated the XUV pulse so
the ablated crater is not so deep. Accumulation of 100 shots of CDL (Fig. 7.20c)
induced a relatively smooth profile with a characteristic triangular shape. Sur-
face of increased roughness can be seen in a close vicinity around the imprint. It
originates from diffused Te inclusions as discussed later.

In order to characterize changes in the lattice structure we performed micro-
Raman measurements with EC Epiplan 20×/0.4 objective (Chapter 5.2.1). Be-
cause of a very low damage threshold of CdTe at the excitation wavelength (532-
nm) of the Ar laser, a very low (< 5 mW) power had to be applied. This prolonged
the exposure time which was 20 s for each spectrum. In order to obtain better
signal, five spectra were accumulated and averaged in case of linescans.

Figure 7.21 shows Raman spectra measured in different locations. A typical
Raman signal from as-grown CdTe is shown as a solid black line. The main peaks
indicated in the spectrum were identified according to [363]. The peak E(Te) at
≈127.5 cm−1 corresponds to vibrations of elemental Te. It is blueshifted from
its initial position 121 cm−1 due to a compressive stress applied by the CdTe
matrix to Te inclusions [364] and is in a good agreement with observations of
micro-Raman imaging of Te precipitates [363]. The Te droplets were formed
during the crystal growth and their origin resides in morphological instability
of a solid-liquid interface which can be only partially controlled by the growth
velocity and furnace temperature [365]. Internal pressure of the crystal exerted
on inclusions is balanced by distortion of the CdTe lattice. Laser-induced heating
or another means of lattice disruption may result in release of the applied stress
consequently observed as a red-shift of the E(Te) peak back to its original position.
A combination of signal from elemental Te vibrations and transversal optical
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Figure 7.21: Comparison of Raman spectra collected from various locations on the sample.
Signal from as-grown CdTe is represented by a solid black line. Insets show details of peaks
corresponding to E(Te), E(Te)+TO(CdTe) and higher modes. For clarity, separate normaliza-
tion of all spectra was done for each inset. The edge spectrum (dashed yellow line) is taken
from the edge of the CDL imprint and its shape is very similar to other spectra observed at
edges of other imprints.
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phonons (TO) of CdTe gives rise to TO(CdTe)+E(Te) peak located at 144 cm−1.
Its interpretation is partially ambiguous because of mixture of the two signals.
Nevertheless, due to its relation to the E(Te) it should partially reflect behaviour
of the peak at 127.5 cm−1. A weak signal from longitudinal optical phonons
(LO) of CdTe is observed at 166 cm−1. Higher modes of E(Te) vibrations and
2LO(CdTe) at 272 cm−1 and 328 cm−1 are also present.

PXI imprint

A summary of the micro-Raman mapping of the PXI imprint is given in Fig-
ure 7.22. An image of the imprint from an optical microscope is displayed in
Fig. 7.22a. Arrows in the figure point to the central part induced by a dual ac-
tion of the XUV+IR and to the tail created solely by the scattered IR photons.
Figure 7.22b shows intensity of the E(Te) mode at ≈127 cm−1. The intensity
apparently increases everywhere in the irradiated area and slightly also around
the central (XUV+IR) part. Great correlation between the peak intensity and
its position can be observed by comparing Figs. 7.22b and Fig. 7.22c. Relaxed
stress around the Te inclusions, observed as a redshift of the E(Te) mode, is ac-
companied by increasing intensity of this mode. The redshift is also very well
distinguishable in Fig. 7.22e showing a linescan across the imprint: Energy of the
E(Te) vibrations is shifted down to 123.5 cm−1 in the central part of the imprint.
A smaller shift to 125 cm−1 is detected in area irradiated by the IR light. Po-
sition of the E(Te)+TO(CdTe) mode which correlates with the E(Te) mode is
also shown in the linescan. It is expected that this shift originates from modifi-
cations in the E(Te) part while TO(CdTe) mode remains unaffected. Intensity
map of the E(Te)+TO(CdTe) mode is almost identical to that of the E(Te). A
slight increase of the LO(CdTe) vibrations at 166 cm−1 just around the imprint
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Figure 7.22: Analysis of the PXI imprint: (a) image from the optical microscope, (b) and
(c) intensity and Raman shift of the E(Te) mode at ∼127 cm−1, (d) intensity of the LO(CdTe)
mode at 166 cm−1, (e) linescan of positions of the E(Te) (127 cm−1) and E(Te)+TO(CdTe)
(144 cm−1) modes and relative intensity of the LO(CdTe) mode at 166 cm−1.
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edges can be observed in Fig. 7.22d. Intensity of its second order 2LO(CdTe) at
328 cm−1 grows accordingly.

PX imprint

Figure 7.23 shows data of the PX imprint. Image from the optical microscope
of the imprint is in Figure 7.23a. A very similar behaviour of the E(Te) mode
at ≈127 cm−1 as in PXI imprint can be observed in Fig. 7.23b (intensity) and
Fig. 7.23c (position) as the intensity increases and position decreases in the ir-
radiated area. A halo of moderately increased E(Te) intensity surrounding the
central part is much better pronounced in this case. The linescan in Fig. 7.23e
reveals that redshift of the E(Te) is about 3.2 cm−1. A smaller value compared
to the PXI imprint might be caused either by a possible dual action of XUV +
IR light or weaker intensity (56%) of the XUV pulse. By comparing intensity
of the E(Te) to intensity of LO(CdTe) mode at 166 cm−1, Fig. 7.23d, we can
conclude there are two complementary processes occurring around the imprint
(intensity of E(Te) drops where LO(CdTe) rises). This means, that decreasing
concentration of the Te inclusions gives increase to quality of the CdTe lattice. It
is assumed that XUV pulse heats the Te inclusions which then thermo-diffuse to-
wards the surface and evaporate. Annealed CdTe lattice without the inclusions is
then observed as strong increase of the LO(CdTe) mode. Outer ring of increased
E(Te) intensity at distance ≈ 30µm from the ablation imprint in Fig. 7.23b, also
detected as a small red-shift of the E(Te) in Fig. 7.23e, indicates that the Te
inclusions probably diffused towards the surface and remained bound there.

x [µm]

y 
[µ

m
]

(a) PX imprint

0

0.2

0.4

0.6

0.8

1

N
or

m
. i

nt
. E

(T
e)

(b) Intensity of E(Te)

x [µm]

y 
[µ

m
]

123

124

125

126

127

128

R
am

an
 s

hi
ft

 [
cm

-1
]

(c) Raman shift of E(Te)

0

0.2

0.4

0.6

0.8

1

N
or

m
. i

nt
. L

O
(C

dT
e)

(d) Intensity of LO(CdTe)

Position [µm]

R
am

an
 s

hi
ft

 [
cm

-1
]

R
am

an
 s

hi
ft

 [
cm

-1
]

Pos. of 127 cm-1

Pos. of 144 cm-1

Int. of 166 cm-1

(e) Linescan across PX imprint

Figure 7.23: Analysis of the PX imprint: (a) image from the optical microscope, (b) and (c)
intensity and Raman shift of the E(Te) mode at ≈127 cm−1, (d) intensity of the LO(CdTe)
mode at 166 cm−1, (e) linescan of positions of the E(Te) (127 cm−1) and E(Te)+TO(CdTe)
(144 cm−1) modes and relative intensity of the LO(CdTe) mode at 166 cm−1.
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CDL imprint

Figure 7.24 shows results obtained from the multishot CDL imprint whose image
from the optical microscope is in Fig. 7.24a. Its triangular shape is surrounded
by a similar halo as observed around the PX imprint. Intensity and position
corresponding to the E(Te) and LO(CdTe) modes behaves in a very similar way
as in previous cases. Shift of the E(Te) mode is relatively small, ≈2.5 cm−1.
This corresponds to rather small energy of the CDL pulses and small amount of
modified material. While single pulses delivered by PALS created craters 1.5 µm
(PXI) and 100 nm (PX) deep, each CDL pulse removed less than 20 nm of
material. Moreover, penetration depth of the Raman excitation laser is ∼100 nm
[109] and signal from the modified surface layer is therefore mixed with as-grown
CdTe. A slight improvement could be possibly reached using the NMF procedure
as described in the previous chapter. An increased surface roughness surrounding
the imprint can be observed in the topographic AFM map shown in Fig. 7.24d.
It is attributed to thermo-diffused Te inclusions which resolidified on the surface
and formed ≈100-nm high hillocks.

x [µm]

y 
[µ

m
]

(a) CDL imprint

0

0.2

0.4

0.6

0.8

1

N
or

m
. i

nt
. E

(T
e)

(b) Intensity of E(Te)

123

124

125

126

127

128

(c) Raman shift of E(Te)

x [um]

y 
[u

m
]

-1.5

-1

-0.5

0

H
ei

gh
t [

um
]

(d) Topographic map

0

0.2

0.4

0.6

0.8

1
N

or
m

. i
nt

. L
O

(C
dT

e)

(e) Intensity of LO(CdTe)

Figure 7.24: Analysis of the CDL imprint: (a) image from the optical microscope, (b) and
(c) intensity and position of the E(Te) mode at ∼127 cm−1, (d) topographic map from AFM,
(e) Raman shift of LO(CdTe) mode at 166 cm−1.

GL imprint

Continuous laser radiation at 532 nm was used to verify that red-shift of the
E(Te) mode at 127 cm−1 corresponds to the thermal energy transferred from
the laser radiation to the lattice. High-power mode (40 mW) of this radiation
induced melting of the CdTe [362] and irradiated spots were characterized by
micro-Raman imaging. Results are indicated as GL imprint. As shown in the
Raman spectra (Fig. 7.21), the mode in this case shifted down to 121 cm−1 and
compressive stress exerted by the CdTe lattice was therefore completely released.
No measurable signal from LO(CdTe) at 166 cm−1 was detected because of a
strong background caused by amorphized (burned) material.
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Summary of the micro-Raman analysis

Comparison of all Raman spectra is given in Fig. 7.21. Positions of the fun-
damental E(Te) mode for all investigated imprints are compared in Table 7.2.
The results clearly show that any kind of irradiation induces red-shifts of both
peaks at 127 cm−1 and 144 cm−1. The largest shift is observed after exposing
the material to the green laser. Increased background signal presented in the
spectrum indicates burned material. Figure also shows that LO(CdTe) vibra-
tions at 166 cm−1 are almost completely suppressed everywhere except of edges
of imprints. Signal from the E(Te) vibrations at 272 cm−1 is significant mainly
for centres of PXI and PX imprints where also intensity of the E(Te) mode at
127 cm−1 substantially increased.

Table 7.2: Sorted positions of the Raman peak E(Te) and its relative shift to its position in
as-grown CdTe.

Area Position of E(Te) [cm−1] Position change relative
to background [cm−1]

As-grown CdTe 127.5 —
CDL (XUV) 125.0 2.5

PXI (IR) 124.9 2.6
PX (XUV) 124.3 3.2

PXI (XUV+IR) 122.8 4.7
GL (VIS) 121.0 6.5

7.3.4 Photoluminescence
Photoluminescence (PL) measurements were done in order to analyze changes of
the Y-band which reflects dislocations in the CdTe lattice. A typical PL spectrum
of as-grown CdTe is shown in Fig. 7.25a. The signal in range 1.35–1.48 eV shows
A-centre (at 1.45 eV) followed by its LO phonon replicas [366]. So-called Y-band
surrounding a Y-line at 1.474 eV originates from dislocations in the Te sublattice
of CdTe [367]. Signal in spectral range 1.48–1.6 eV comes from shallow acceptors
and bound excitons and their phonon replicas. Strong signal at 1.584 eV known
as a C-line is attributed to recombination of excitons bound to various defects
including In atoms [368]. Dropping sensitivity of the germanium detector used
in the PL study causes loss of the signal beyond ≈1.6 eV.

PL spectra focused on changes in the Y-band obtained from PXI and PX
imprints are compared in Fig. 7.25b. As can be seen, the increase of the Y-band
signal is present at areas irradiated solely by the IR radiation and by the IR
radiation mixed with XUV. Exposure to a single XUV pulse does not induce
any significant changes. Dislocations are therefore probably induced by the IR
radiation and not by the short-wavelength photons. These measurements well
correspond to absorption mechanisms in the material: Because of very high energy
of the 21.2-nm photons, XUV radiation is absorbed in both the CdTe matrix and
the Te inclusions. It results in effective melting and ablation. The IR light is, on
the contrary, absorbed only in the narrow bandgap of the Te inclusions (0.33 eV).
Higher kinetic energy of Te increases the stress which is transferred to the CdTe
matrix leading to formation of dislocations. XUV-induced melting of the material
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Figure 7.25: (a) Photoluminescence spectrum of pristine CdTe. (b) Comparison of PL spectra
from the PXI and PX imprints.

as well as described absorption of the IR radiation lead to distortion of the CdTe
lattice accompanied by release of the compressive stress around the Te inclusions.

7.3.5 Conclusions
CdTe lattice contains a significant amount of Te inclusions which suppress its
longitudinal vibrations, LO(CdTe), observed in the Raman spectra at 166 cm−1.
Strain in the inclusions induced by surrounding CdTe matrix is observed in Ra-
man spectra as a blueshift of the E(Te) mode from 121 cm−1 to 127 cm−1. Based
on the experimental results obtained from ablation imprints and other surface
modifications induced by XUV radiation, we suggest division of the interaction
into three different regimes: molten and resolidified central part, area close to
the central part with annealed CdTe without Te inclusions and outer area with
diffused Te inclusions bound on the surface.

High fluence induced melting and ablation of the material which resulted in
creation of the imprints. Central parts of the imprints contain resolidified mate-
rial without crystalline structure and compressive stress around the Te inclusions
is thus partially or completely released. This is observed as redshift of E(Te)
vibrations towards initial position. Short absorption length of the incident XUV
radiation, typically less than 50 nm [107], induced very steep temperature gra-
dients which lead to thermal diffusion of the Te inclusions towards the surface
(also [369]). This is observed as increased intensity of the E(Te) mode.

Not only Te inclusions in the central parts of ablation imprints but also in-
clusions surrounding the imprints gained a significant portion of thermal energy.
This came either from low-intensity wings of the beam or from heat which spread
from the centre. High thermal gradients lead to diffusion of inclusions towards
the surface and, in case of sufficiently high energy, possible evaporation. Absence
of the inclusions in annular areas closely surrounding the ablation imprints is
observed as a decrease of the signal from E(Te) and strong increase of LO(CdTe)
mode at 166 cm−1. Due to the absence of this signal in as-grown material as well
as in all other areas, we assume that suppression of the LO(CdTe) vibrations is
caused by presence of Te inclusions.

Inclusions in parts where temperature was below the evaporation threshold,
i.e. in outer areas of the imprints, only diffused towards the surface where part of
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them resolidified. This led to a mild increase of the surface roughness of typical
height ∼100 nm, which can be well recognized on AFM topographic maps, and
to a slight increase of the E(Te) signal.

Due to the ambiguity of the 144 cm−1 peak we cannot say much about the
TO(CdTe) vibrations but, considering similar behaviour of the 127 cm−1 and
144 cm−1 peaks, we suppose that 144 cm−1 peak changes only due to variations
in the E(Te) mode and TO(CdTe) mode remains unaffected.

Finally, according to the photoluminescence measurements on the PXI and
PX imprints, we conclude that IR light is effectively absorbed only in the narrow
bandgap of Te inclusions. This process is connected with creation of dislocations
in the CdTe lattice observed as increase of the PL signal of the Y-line.

Although A. Zappettini et al. [358] observed microscopic diffusion (∼ 100 µm)
of Te inclusions on time scales of several hours, we guess this process takes place
as long as temperature gradients exists in the material, i.e. from ∼ 10 ps up to
∼ 1 ms when material resolidifies and cools down.
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8. Conclusions
The primary aim of this work is to extend current state of knowledge in the field
of short-wavelength laser-matter interactions. This includes an extensive and
detailed review of processes occurring after the arrival of first photons, consequent
heating of the material, cooling down and resolidification and also a description
of induced irreversible changes. The summary of participating processes is given
with a great emphasis on time scales at which the phenomena occur. We believe
this review might serve as a study material for students and scientists interested
in this field.

Author’s publications fully cover described time scale beginning from the first
femtoseconds up to formation of final state. Pump–probe transmission and spec-
troscopic measurements were used to describe ultrafast electronic processes be-
longing to first ∼100 fs [56, 58, 60]. Employing damage experiments it was pos-
sible to characterize lattice heating and consequent bond-breaking and ablation
occurring within the first nanosecond [53, 55, 57, 59, 61] as well as role of heat
accumulation and diffusion at microsecond–millisecond time scale [52,54].

All these experiments were conducted at state-of-the-art facilities including
large free-electron lasers, complex iodine laser system as well as tabletop capillary
discharge laser. These facilities are able to deliver powerful laser pulses with
exceptional parameters in the short-wavelength regime.

Characterization of beam profiles was done with use of ablation and desorption
imprinting method which was, as a part of this work, extended to characterization
of pulses delivered at MHz repetition rate. It has been shown that knowledge of
spatial intensity distribution is immensely important for estimation of thresholds
fluences of various processes as well as for correct interpretation of measured data.
In addition to that, imprinting methods confirmed their usefulness in finding
best focal position, alignment of beamline elements and others. We have also
developed a novel and versatile method useful for an accurate determination of the
fluence profile from ablation and desorption imprints in situations where material
response function increases monotonically but nonlinearly with accumulated dose.

Experimental work on thin aluminium foils transmission measurement was
focused on determination of absorption induced by inverse bremsstrahlung. De-
creasing transmission with increasing single-pulse energy revealed that rise of
electronic temperature is responsible for stronger absorption, a phenomenon oc-
curring on time scales shorter than 100-fs pulse duration. The transmission data
was used for retrieval of a functional form of the absorption coefficient dependent
on electron temperature. Comparison of this function with misleading volume-
averaged values explained discrepancies between experimental measurements and
theoretical predictions published in earlier works. A possible further increase of
the opacity induced by thermal effects on the picosecond time scale is suggested
by time-resolved measurements.

A combination of thermal and nonthermal effects is also responsible for XUV-
induced detachment of epitaxial multilayer graphene layer from the SiC substrate.
An exposure to high fluences induces amorphization of the SiC which expands
and forms a hillock instead of a crater. Pulse attenuated to modest energy can
however break strong bonds between the SiC and the first carbon layer called
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buffer. Detached graphene layer is stretched while releasing its intrinsic strain
which mechanically preserves it from attaching back to the substrate. Strong
coupling between the graphene and the SiC is detrimental for charge carrier
mobility in the graphene layer and a suppression of the substrate influence is
thus desirable.

Pure thermal character of laser-matter interaction was observed in CdTe
where tellurium inclusions diffused from the area surrounding the irradiated spot
towards the surface and partially evaporated while leaving the annealed CdTe
lattice behind. An activation of a phonon mode corresponding to longitudinal
vibrations of the CdTe lattice in the annealed area suggests that these vibrations
are intrinsically suppressed owing to the presence of tellurium inclusions. Purify-
ing CdTe crystals from the Te inclusions is important for radiation detectors as
they are harmful for charge collection.

Future work should be focused primarily on detailed analysis of the charge
carrier mobility changes in the detached graphene layer. By employing lasers of
higher repetition rates it should be possible to irradiate pre-contacted samples
and create highly conductive channels with a great potential to be used in micro-
electronics.
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ASE Amplified Spontaneous Emission
BLG BiLayer Graphene
CDI Coherent Diffractive Imaging
CDL Capillary Discharge Laser
CVD Chemical Vapour Deposition
DFT Density Function Theory
DIC Differential interference contrast
EG Epitaxial Graphene
ESCA Electron Spectroscopy for Chemical Analysis
ETMD Electron Transfer Mediated Decay
EuXFEL European X-ray Free-Electron Laser
FEL Free-Electron Laser
FFO Free-Free Opacity
FLASH Free-Electron LASer in Hamburg
FZP Fresnel Zone Plate
GMD Gas Monitor Detector
HDM Hot Dense Matter
HEDP High Energy Density Physics
ICD Interatomic/Intermolecular Coulombic Decay
ICF Inertial Confinement Fusion
IPD Ionization Potential Depression
LCLS Linac Coherent Light Source
LTE Local Thermodynamic Equilibrium
MLG Multi Layer Graphene
MLL Multilayer Laue Lens
NoReFry Nonlinear Response Function recovery
OAP Off-Axis Parabola mirror
PALS Prague Asterix Laser System
PL PhotoLuminescence
PMMA Poly(methyl methacrylate)
SACLA Spring8 Angstrom Compact Free Electron Laser
SASE Self-Amplified Spontaneous Emission
SLG Single Layer Graphene
SXR Soft X-Ray
TDE ThermoDynamic Equilibrium
VdW van der Waals (bond)
WDM Warm Dense Matter
XFEL X-ray Free-Electron Laser
XPS X-ray Photo-electron Spectroscopy
XTANT X-ray-induced Thermal And Nonthermal Transitions
XUV eXtreme UltraViolet
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A. Appendices
A.1 NoReFry algorithm
The Nonlinear response function recovery (NoReFry) algorithm, used primary for
determination of correct fluence profile from desorption imprints, is based on two
assumptions: First, the response function (depth) d(ε) is a monotonically increas-
ing function of accumulated dose ε which implies that a single value of depth is
uniquely attributed to a single value of the dose, irrespective of the single-pulse
intensity. Second, beam iso-fluence (or iso-dose) contour geometrically coincides
with imprint iso-depth contour of the same area. An iso-depth contour of area S
is thus uniquely assigned to a normalized fluence f(S). A complex 2D problem
can be therefore reduced into one dimension: d(S) = d(ε0f(S)).

An input of the algorithm must be represented by at least two depth profiles
of imprints such as shown in Figure A.1a. Two-dimensional data of the n-th im-
print is denoted as dn(x, y). It can be numerically reshaped into a monotonically
decreasing function dn(S; εn) called depth scan (d-scan) as shown in Fig. A.1b.
Here S stands for area of the given iso-depth contour and εn for the peak dose ac-
cumulated in the given imprint. Coloured points in the figure stand for iso-depth
contours as indicated in Fig. A.1a.
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(a) WLI profile (b) Depth scan

Figure A.1: (a) WLI data of desorption imprint. (b) Corresponding depth scan. The inset in
(b) shows inverse cross-section profile as indicated in (a) by blue dashed line.

The principle of the algorithm with two depth scans d1(S; ε1) and d2(S; ε2)
is described in Figure A.2. Total accumulated doses of the two imprints are ε1
and ε2 and maximum depths dmax

1 = d1(0; ε1) = d1 and dmax
2 = d2(0; ε2) = d2

which can be directly involved in the calibration curve as points R1(d1, ε1) and
R2(d2, ε2). Next, according to the definition of the normalized fluence scan, we
know that f(0) = 1 and point F1(0, 1) can be thus added for free. Further points
in the calibration curve Ri and the fluence scan Fi, where i ≥ 2 are calculated
step by step using the following procedure: The 1st assumption as stated above
defines point P3 from P2. Iso-fluence contour at P3 has the same depth d2 and
hence the same accumulated dose ε2 but different iso-depth contour S2. Applying
the 2nd rule at the point P3 we can find F2(S2, ε2/ε1) as the doses are related
through an equation ε1f(S2) = ε2. Using the same assumption again we can find
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Figure A.2: Description of the NoReFry algorithm. Depth profiles of two imprints were
transformed into d-scans (red and blue lines) using which we can reconstruct corresponding
fluence scan as well as the calibration curve. Adapted from [61].

P4(S2, d3; ε3), where ε3 = ε2f(S2) = ε2
2/ε1. It has the same iso-depth contour

area S2 but different depth d3. This defines the point R3(d3, ε3) and closes the
first iteration loop. Calculation of points P5, F3, P6, etc. follows in the same
way. A general formula for the j-th value calculated from the two d-scans is
εj = ε(dj) = εj−1

2 /εj−2
1 and fk = f(Sk) = εk/ε1 = (ε2/ε1)k−1. An improvement in

precision of the calibration and f-scan curve recovery as well as higher density of
derived points can be ensured by a larger set of input d-scans.

Description of the algorithm including its implementation into a matrix for-
malism for an arbitrary number of d-scan curves can be also found in [61].

A.2 Response function model
Change of PMMA desorbed depth after the arrival of (i + 1)-th X-ray laser pulse
can be locally described by the following difference equation [282]:

di+1 − di = latκ
D
0 εi+1

⎧⎪⎪⎪⎨⎪⎪⎪⎩1 − ∆

⎛⎜⎜⎜⎝1 +
exp

(︃
−γ

i∑︁
n=0

εn exp
(︂
− di−dn−1

lat

)︂)︃
− 1

γ
i∑︁

n=0
εn exp

(︂
− di−dn−1

lat

)︂
⎞⎟⎟⎟⎠
⎫⎪⎪⎪⎬⎪⎪⎪⎭, (A.1)

where ε0 = 0 and d−1 = d0 = 0. Parameter κD
0 stands for the initial desorption

efficiency, ∆ for its maximum relative decrease ranging from 0 to 1 and γ for
the hardening rate. Memory of the material which remembers absorption of all
pulses up to the i-th one is provided by the summation in the exponential. Arrival
of the next (i + 1) pulse which locally contributes to overall deposited dose by
εi+1 increases depth di to di+1. Under the assumption that the dose increments
εi are equal and very small, this equation can be rewritten into the following
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integro-differential form:

d′(ε) = latκ
D
0

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩1 − ∆

⎛⎜⎜⎜⎜⎝1 +
exp

(︄
−γ

ε∫︁
0

exp
(︂
− d(ε)−d(u)

lat

)︂
du

)︄
− 1

γ
ε∫︁
0

exp
(︂
− d(ε)−d(u)

lat

)︂
du

⎞⎟⎟⎟⎟⎠
⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭ , (A.2)

This equation can be simplified and analytically solved if we assume that lat ≫ d.
Assumption of very large attenuation depth is analogous to neglecting any longi-
tudinal shift of the absorption surface with the deposited dose. The exponentials
in integrals are reduced to unity yielding:

d′(ε) = latκ
D
0

{︄
1 − ∆

(︄
1 + e−γε − 1

γε

)︄}︄
. (A.3)

This finally gives an analytic solution in terms of the exponential integral E1(•):

d(ε) = latκ̃
D
0

{︄
ε + ∆̃

γ̃
[E1(γ̃ε) + ln (γ̃ε) − γ̃ε + Γ]

}︄
, (A.4)

where Γ = 0.5772156649 is the Euler-Mascheroni constant. Parameters with
tildes, i.e. κ̃D

0 , ∆̃ and γ̃, may to some extent deviate from the initial parameters
defined in Eq. (A.1). Nevertheless, this approximate model interpolates the re-
sponse function with a very good precision. This was verified by generation of a
test dataset using Eq. (A.1) which was then fitted by the approximate solution as
written in Eq. (A.4). Relatively small deviation of 5% for κ̃D

0 and ∆̃ and 20% for
γ̃ assuming the attenuation length lat = 193 nm in PMMA at 13.5 nm confirms
legitimacy of used approximations. Recovery of the fluence profile F (x, y) is done
by applying the inverse of the Eq. A.4 to the crater profile d(x, y).

A.3 Fresnel propagation model
Beamline transmission

Beamline transmission TBML is important for knowledge of the absolute pulse
energy impacting the target. It was calculated using following equation

TBML = RMIRRORS × TAC × ROAP × TAPERTURES, (A.5)

where RMIRRORS = 81% is reflectivity of three aC-coated static beam distributing
mirrors in the beamline being equal for both pump and probe, ROAP = 31.3% is
reflectivity of the OAP at 32 nm, TAC is transmission of the autocorrelator which
equals 74% for the pump and 60% for the probe [297] and TAPERTURES represents
beam cropping by several apertures (AC mirrors, microscope with a hole drilled
in the optics and a wire grid supporting attenuation filters) inserted in the beam
path. TAPERTURES was calculated using the Fresnel propagation and optimization.
During the experiment its value varied with a particular arrangement of the
beamline. After alignment of supporting grids of attenuation filters this value
increased to (22 ± 1)% and (11 ± 1)% for the pump and the probe. Errors
stand for standard deviations obtained from averaging beamline transmissions
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calculated for individual shots. These errors are present due to a jitter of the
beam which also to some extent affects pump-to-probe intensity ratio. Total
beamline transmission thus equals (4.1 ± 0.2)% and (1.6 ± 0.2)% for the pump
and the probe, respectively.

In order to calculate energy on the target ETRG, transmission of the supporting
wire grids TGRID placed between the target and the CCD has to be omitted:

ETRG = EGMD × TBML

TGRID
, (A.6)

where EGMD is the pulse energy measured by the gas monitor detector. Ratio
TBML/TGRID is (4.6 ± 0.2)% and (1.8 ± 0.2)% for the pump and the probe.

Fresnel propagation model

The Fresnel propagation was performed in the Fourier space where a Gaussian-
shaped intensity profile was assumed as an input beam entering the autocorrela-
tor. The size of the beam and its position with respect to autocorrelator’s mirrors
play a significant role in the total transmission of both the pump and probe beam.
Nevertheless, the input beam parameters were initially unknown. Hence a multi-
parameter optimization procedure was applied to vary the beam (position and
size) and beamline (positions of mirror edges, radius and position of microscope’s
aperture, dimension and position of the wire grid) parameters and to minimize
the χ2-difference (sum of squared deviations) between the Fresnel-propagated
beam and real X-ray CCD image. A special attention was paid to periodicity
of diffraction fringes emanating from inserted edges. A real signal from CCD is
shown in Figure A.3a and modelled beam intensity using the Fresnel propagation
in Fig. A.3b. Great agreement of both profiles can be seen.

(a) Real image from CCD (b) Modelled intensity profile

Figure A.3: (a) Typical image of the beam detected by the CCD camera, where the pump
(left) and the probe (right) are indicated. Main interference fringes have typical shape of knife-
edge effect induced by slicing mirror in the autocorrelator. Circular aperture of the transmission
microscope cropped the beam, hence its round shape. Rectangular wire grid supporting the
attenuation filters is also visible. (b) Intensity profile obtained from the Fresnel propagation
used for calculation of the beamline transmission.

Apertures, mirror edges and wires can be easily implemented as binary masks
of variable parameters. Insertion of a short-focal-length off-axis parabolic mir-
ror, on the other hand, represents a difficult numerical task requiring either a
sophisticated propagation routine or extremely dense phase sampling complying
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with the Nyquist-Shannon sampling theorem. In order to overcome this issue we
used the fact that the projection on the CCD represents a magnified image of
an object field located (approx. 412 mm) upstream the OAP and cropped by
the microscope’s aperture located (100 mm) downstream. This approach makes
it possible to exclude the OAP from the simulation and model only the object
field in relative dimensions to find the best match with the CCD image. Since
the divergence of the beam is small (∼100 µrad), we assumed a Gaussian input
beam with flat wavefront which excludes the initial wavefront curvature from the
set of optimized parameters. The calculated errors are relatively small, however,
systematic error induced by assumed Gaussian beam profile (typical profile is
non-Gaussian) without any phase (i.e. ideally collimated beam) cannot be en-
tirely excluded. It follows from the transmission values that the fraction of energy
transmitted to the pump beam is approx. 86% which is in a perfect agreement
with ablation imprint measurement resulting in 85%.

A.4 Electron temperature
In this section we briefly describe relation between electron temperature and
absorbed laser energy. Full and rigorous derivation can be found, for example,
in [101].

Electron temperature Te of an ideal gas in TDE is connected to average elec-
tron energy via equipartition theorem. This theorem states, that each degree
of freedom contributes to the system energy by one half of kBTe, where kB is
the Boltzmann constant. The energy density of such ideal system with electron
density ne and three degrees of motion is therefore calculated as:

Edens = 3
2nekBTe. (A.7)

Nevertheless, this relation does not include the correct density of states very
important for quantum-mechanical systems such as a Fermi gas which obeys the
Pauli exclusion principle. The mean energy density of electrons in metal ⟨Edens⟩
can be expressed in integral form:

⟨Edens(T )⟩ =
∫︂ ∞

0
D(E)fFD(E, T, µ(T ))EdE (A.8)

where D(E) is the density of states at system energy E and fFD Fermi-Dirac
distribution. The density of states for 3D system of minimum potential energy
E0 equals to:(1)

D(E) = 1
2π2

(︃2me

ℏ2

)︃3/2√︂
E − E0, (A.9)

where me is the electron mass and ℏ is the reduced Planck’s constant. The
Fermi-Dirac distribution is usually written as:

fFD(E, T, µ) = 1
e

E−µ
kBT + 1

, (A.10)

(1)More precise form of density of states calculated by ABINIT code was used in the forward
model described in [60].
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where µ(T ) is the chemical potential dependent on temperature. It cannot be
expressed explicitly but can be found as a solution for known electron density ne

of a given material:

ne =
∫︂ ∞

0
D(E)fFD(E, T, µ(T ))dE. (A.11)

This equation can be solved either numerically or using Sommerfeld expansion
[370, p. 760].

To summarize, electron temperature Te of a system with experimentally mea-
sured absorbed energy density Eabs is found by numerical minimization of term
|Eabs −⟨Edens(Te)⟩−⟨Edens(T = 0)⟩|, where ⟨Edens(Te)⟩ is given by Eq. (A.8). The
⟨Edens(T = 0)⟩ is energy density at zero temperature which must be subtracted
in order to compare with experimentally measured absorbed energy Eabs and not
the total energy of the system.
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Figure A.4: Comparison of tem-
perature as a function of the ab-
sorbed energy density calculated
from Eq. (A.7) and (A.8). The
greatest difference is at zero tem-
perature, where almost no en-
ergy is needed to heat electrons.
The blue curve asymptotically ap-
proaches the red one.
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